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ABSTRACT

In the framework of infinite dimensional analysis on Wiener space we study
the raise of smoothness for the important class of not strongly continuous semi-
groups, associated with the second order elliptic differential operators of infinite
number of variables.

The principal unboundedness of the coefficients of operator can lead to sin-
gularities in the basic integration by parts formula on Wiener space. We show
how to avoid such singularities in our case.

To achieve the arbitrary order raise of smoothness in the spaces of continu-
ously differentiable functions we derive quasi-contractive nonlinear estimates on
directional derivatives, which permit us to study the smoothness of associated
Wiener functionals. The influence of nonlinearity parameters is also discussed
in this setting.
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1 Introduction.

The original idea to consider the solutions to stochastic differential equations as
the smooth distributions on Wiener space, initiated in [31, 32] and developed in
[6, 40, 41, 43] and later in [4, 7, 9, 26, 27, 28, 29, 33], has already influenced the
rich connection between infinite dimensional analysis and stochastic theory. The
keen interpretation of Wiener integral as the adjoint operator to the stochastic
directional derivative

EDuF = EF
∫ ∞

0
usdWs (1.1)

has given the scope of ground-breaking applications of the analysis on Wiener
space. The development of Malliavin calculus led not only to the deeper under-
standing of the Hörmander hypoellipticity conditions for second order operators
with degenerate coefficients and regular properties of the associated semigroups,
but also to serious advances in the infinite dimensional geometry, operator the-
ory and the stochastic theory itself, see reviews [7, 10, 34, 36] and references
therein.

It is a natural question what happens when the differential operator is not
degenerate but has some poles in coefficients and how change the techniques of
Malliavin calculus in the study of regularity properties of associated semigroups.

The main obstacle is that one faces a problem of singularities, applying the
integration by parts formula following from (1.1)

Ef ′(ξ0
t )Ψ = Ef(ξ0

t ){
Ψ

Duξ0
t

∫ t

0
usdWs −Du

Ψ

Duξ0
t

} (1.2)

Indeed, to achieve the raise of smoothness for semigroup Ptf(x) = Ef(ξ0
t (x)),

for example Pt : Cb → C1
b , t > 0, using representation

∂

∂x
Ptf(x) = Ef ′(ξ0

t (x))ξ
(1)
t (x) = Ef(ξ0

t ){
ξ

(1)
t

Duξ0
t

∫ t

0
usdWs −Du

ξ
(1)
t

Duξ0
t

}

in terms of first variation ξ
(1)
t (x) = ∂ξ0

t (x)/∂x we need good non-explosion

estimates on ξ
(1)
t and 1/Duξ

0
t . The structure of principal parts of equations

on ξ
(1)
t and 1/Duξt requires the global Lipschitz assumptions on coefficients of

equation on ξ0
t (x) to fulfill simultaneously the one-sided coercitivity condition

for both direct and inverse equations, see e.g. [10, 17, 29, 35, 36, 38, 41, 45].
In this paper we show how to avoid such global Lipschitz conditions for

important in applications class of differential operators with infinite number of
variables, associated with Gibbs measures of unbounded lattice spin systems
[12, 15, 16, 18, 42].

In spite of the principal unboundedness of interaction potentials in Gibbs
measure we demonstrate that the associated infinite dimensional diffusions ad-
mit a choice of directions, when derivative Duξ

0
t becomes a deterministic process

and non-Lipschitz singularities in the integration by parts disappear.
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We have to use the techniques of stochastic evolution equations because the
corresponding semigroups fail the strong continuity in spaces of continuously
differentiable functions and the Hille-Yosida approach does not work.

Let us discuss the key idea in a simple one-dimensional case. Consider semi-
group

(Ptf)(x) = Ef(ξ0
t (x))

associated with IR1-valued stochastic equation dξ0
t = dWt−F ′(ξ0

t )dt, ξ
0
t |t=0 = x

for non-Lipschitz drift F of at most polynomial behaviour.
Due to the property of stochastic derivative Dũξ

0
t (x) = t in direction ũt =

1 + tF ′(ξ0
t (x)) we obtain an integration by parts formula

Ef ′(ξ0
t )Ψ =

1

t
Ef(ξ0

t ){Ψ
∫ t

0
ũsdWs −DũΨ}

which does not contain singularities in denominators and permits to work in
the domain of monotonicity condition on F .

Integrating by parts the representation of derivatives of semigroup in the

terms of variations ξ
(j)
t (x) = ∂(j)ξ0

t (x)/(∂x)j we have the connection of deriva-
tives of ∂(n)Ptf with the behaviour of initial function f

∂(n)Ptf(x) =
n∑
`=1

∑
j1+...+j`=n

Ef (`)(ξ0
t )ξ

(j1)...ξ(j`) =

=
n∑
`=1

∑
j1+...+j`=n

1

t`
Ef(ξ0

t ) ID
∗...ID∗
`

(ξ(j1)...ξ(j`))

where ID∗Ψ = Ψ
∫ t
0 ũsdWs −DũΨ. To obtain the raise of smoothness

‖Ptf‖Cn+m
k
≤ 1

tm/2
KeMt‖f‖Cn

k
, m ∈ IN

in the scales {Cm
k}m∈IN of continuously differentiable functions we study the

quasi-contractive behaviour of derivatives IDβξ(j) = (Dũ)
βξ(j) and, using the

nonlinear symmetries of the associated variational equations, prove estimates

ρn,m(t) ≤ eMtρn,m(0)

for nonlinear expressions like

ρn,m(t) =
n∑
j=1

m∑
β=0

E pj,β(ξ0
t )

IDβξ
(j)
t

tβ

m1/j

The hierarchy of weights pj,β, connected with non-Lipschitz parameter k of map
F , influences the special hierarchy of topologies in Cn

k scales.

The paper consists of five parts. In Section 2 we give necessary definitions of
Malliavin calculus and prove the integration by parts formula for diffusions with
essentially non-Lipschitz drift (Theorem 2.3). Section 3 is devoted to the non-
linear quasi-contractive estimate on the directional derivatives (Theorem 3.2).
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Section 4 contains the raise of smoothness result in the scale of continuously
differentiable functions (Theorem 4.2).

In Section 5 we provide a necessary background. In Subsection 5.1 we verify
the smoothness of ξ0

t (x) as a functional over the Wiener space (Theorem 2.2).
Subsection 5.2 is devoted to the correct proof of smooth properties of variations
IDβξ(j) and their finite order differentiability (Theorem 3.1).

The main stress is put on the development of monotone methods of nonlinear
analysis to the setting of Malliavin calculus.

2 Integration by parts without singularities for non-Lipschitz
diffusions.

Consider semigroup
(Ptf)(x0) = Ef(ξ0(t, x0)) (2.1)

associated with solutions to the nonlinear stochastic differential equation
ξ0
k(t, x

0) = x0
k +

∫ t
0 dWk −

∫ t
0[F (ξ0

k) + (Bξ0)k]ds, k ∈ ZZd

x0 ∈ `2(a), tr a =
∑

k∈ZZd
ak = 1, a ∈ IP

(2.2)

The nonlinear diagonal map F : IRZZd → IRZZd is generated by smooth function
F : IR1 → IR1 such that ∃k ≥ −1 ∀n ∈ IN ∃Cn ∀x, y ∈ IR1

|F (i)(x)− F (i)(y)| ≤ Cn|x− y|(1 + |x|+ |y|)k i = 0, ..., n (2.3)

and linear finite-diagonal map B : IRZZd → IRZZd is defined by

∃ r0 (Bx)k =
∑

j: |j−k|≤r0
b(k − j)xj (2.4)

The cylinder Wiener process W = {Wk(t)}k∈ZZd with values in `2(a) is canoni-
cally realized on measurable space (Ω = C0([0, T ], `2(a)),F ,Ft,P) with canon-
ical filtration Ft = σ{W (s)|0 ≤ s ≤ t} and cylinder Wiener measure P. Pro-
cesses Wk, k ∈ ZZd are independent IR1-valued Wiener processes and E denotes
the expectation with respect to measure P. The set of all vectors a = {ak}k∈ZZd
such that δa = sup|k−j|=1 |ak/aj| <∞ we denote by IP .

It is well known that for initial data x0 ∈ `
2(k+1)2(a) there is a unique strong

solution to equation (2.2), i.e. `2(a) continuous Ft adapted process ξ0(t, x0) ∈
D`2(a)(F ) which fulfills P a.e. equation (2.2) in `2(a) and for x0 ∈ `2(a) the
generalized solution is obtained as a uniform on [0, T ] P a.e. limit of strong
solutions [13, 15, 25, 30, 39]. Moreover ∃M, ∃K ∈ ∩

p≥1
Lp(Ω,P) such that

∀x0, y0 ∈ `2(a) one has P a.e. estimates on generalized solutions

sup
t∈[0,T ]

‖ξ0(t, x0)‖`2(a) ≤ eMT‖x0‖`2(a) +K(ω)

sup
t∈[0,T ]

‖ξ0(t, x0)− ξ0(t, y0)‖`2(a) ≤ eMT‖x0 − y0‖`2(a)
(2.5)
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In [3, Th.2.4] it was shown that semigroup Pt preserves certain spaces CΘ(`2(a))
of continuously differentiable functions, in particular, for C∞ cylinder function
f of polynomial with derivatives behaviour at infinity the representation of
partial derivatives holds:

∂τPtf(x) =
|τ |∑
`=1

∑
γ1∪...∪γ`=τ

E < f (`)(ξ0), ξγ1
⊗ ...⊗ ξγ` > (2.6)

Above we used notations τ = {j1, ..., jn}, ∂τ = ∂jn...∂j1, ∂j =
∂

∂xj

< f (`)(ξ0), ξγ1
⊗ ...⊗ ξγ` >=

∑
j1,...,j`∈ZZd

∂j1,..,j`f(ξ0)ξj1,γ1
...ξj`,γ`

and ξγi(t, x) = ∂γiξ
0(t, x) denotes the unique strong solution to corresponding

system in variations for initial equation (2.2)
ξk,γ = x̃k,γ −

∫ t
0{(F ′(ξ0

k) +B)ξγ}kds−
− ∑

α1∪...∪α`=γ, `≥2

∫ t
0 F

(`)(ξ0
k)ξk,α1

...ξk,α`ds

x̃k,γ = δkj for γ = {j} and x̃k,γ = 0 for |γ| ≥ 2

(2.7)

In this paper we are going to show that semigroup Pt raises the smoothness
of initial function in the scale CΘ. To control the non-Lipschitz singularities of
initial infinite-dimensional SDE we write a special integration by parts formula
on Wiener space. The following Definition adopts a notion of differentiable
Wiener functionals to our setting.

Denote by Jcyl the set of Ft adapted continuous integrable cylinder-valued
processes ut = {ut,k}k∈ZZd, i.e. ∃Λu ⊂ ZZd, |Λu| <∞ such that ∀ k 6∈ Λu ut,k ≡
0, t ∈ [0, T ] and

∀ k ∈ Λu ∀ p ≥ 1 E
∫ T

0
|ut,k|pdt <∞ (2.8)

Definition 2.1. Measurable function G on Ω is differentiable in direction
u ∈ Jcyl and has directional derivative DuG if ∃ ε0 > 0 ∀ |ε| ≤ ε0 function
G(ω• + ε

∫ •
0 usds) belongs to ∩p≥1 L

p(Ω,P) and there is a measurable function
DuG ∈ ∩p≥1 L

p(Ω,P) such that

∀ p ≥ 1 lim
|ε|→0

E|G(ω• + ε
∫ •
0 usds)−G(ω)

ε
−DuG(ω)|p = 0 (2.9)

We say that G ∈ Dloc(Ω) iff ∀ j ∈ ZZd there is a map DjG ∈ ∩
p≥1

Lp(Ω,P,H)

and ∀u ∈ Jcyl ∃DuG in the sense above which admits representation

DuG =
∑
j∈Λu

< DjG,
∫ •

0
us,jds >H (2.10)

Above H denotes the Cameron-Martin space of absolutely continuous functions

γ : [0, T ]→ IR1, γ(0) = 0, equipped with the scalar product < γ, γ >H=
∫ T
0 |

•
γ

(s)|2ds.
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Immediately remark that the following properties hold by a slight modifica-
tion of results [6, 7, 31, 32, 34, 36, 37, 41, 45]

1◦. ∀ f ∈ C∞(IRn, IR1) of polynomial with all derivatives behaviour at
infinity and ∀G1, ..., Gn ∈ Dloc(Ω) we have f(G1, ..., Gn) ∈ Dloc(Ω) and

Duf(G1, ..., Gn) =
n∑
i=1

[∂if ◦ (G1, ..., Gn)]DuGi, u ∈ Jcyl (2.11)

2◦. For all real-valued Ft adapted continuous processes Ht ∈ Dloc(Ω),
t ∈ [0, T ] such that

E
∫ T

0
|Hs|pds <∞ and ∀ j ∈ ZZd E

∫ T

0
‖DjHs‖pHds <∞, ∀ p ≥ 1

we have
∀ t ∈ [0, T ] ∀ k ∈ ZZd {

∫ t

0
Hsds,

∫ t

0
HsdWk(s)} ∈ Dloc(Ω)

and ∀u ∈ Jcyl
Du

∫ t

0
Hsds =

∫ t

0
DuHsds

Du

∫ t

0
HsdWk(s) =

∫ t

0
Hsus,kds+

∫ t

0
DuHsdWk(s) (2.12)

The following Theorem checks Definition 2.1 for solutions to nonlinear equa-
tion (2.2).

Theorem 2.2. ∀x0 ∈ `2(a) the generalized solution ξ0(t, x0) to (2.2) has
coordinates ξ0

k(t, x
0) ∈ Dloc(Ω), ∀ k ∈ ZZd, t ∈ [0, T ].

Moreover ∀u ∈ Jcyl the derivatives Duξ
0
k(t, x

0), k ∈ ZZd form a unique strong
solution to system

Duξ
0
k(t, x

0) =
∫ t

0
us,kds−

∫ t

0
{[F ′(ξ0

k(s, x
0)) +B]Duξ

0(s, x0)}kds, k ∈ ZZd

(2.13)
The strong solution is understood as Ft adapted `2(a) continuous processDuξ

0(t, x0) ∈
D`2(a)(F

′(ξ0(t, x0)) + B) a.e. on [0, T ] which P a.e. satisfies equation (2.13) in
space `2(a) and ∃M such that

sup
t∈[0,T ]

‖Duξ
0(t, x0)‖2

`2(a) ≤ eMT
∫ T

0
‖us‖2

`2(a)ds

Proof of Theorem is given in Subsection 5.1. In Lemmas 5.1 and 5.2 we con-
struct processes ξ0(t, x0, ω•+ε

∫ •
0 usds) and Duξ

0(t, x0) as solutions to stochastic
equations and state their continuity with respect to x0 ∈ `2(a) and u ∈ Jcyl.
Lemma 5.3 gives a sense to Duξ

0(t, x0) as derivative in direction u ∈ Jcyl. The
final verification of ξ0

k ∈ Dloc(Ω) is done in Lemma 5.4.

Denote by P∞cyl(`2(a)) the set of C∞-smooth cylinder functions of polynomial
with all derivatives behaviour at infinity, i.e. ∀ f ∈ P∞cyl(`2(a)) ∃mf ∃Λ =

suppcylf ⊂ ZZd, |Λ| < ∞ and ∃h ∈ C∞(IRΛ) such that ∀x ∈ `2(a) f(x) =
h({xk, k ∈ Λ}) and ∀ τ ⊂ ZZd

|∂τf(x)| ≤ constτ (1 +
∑
i∈Λ

x2
i )
mf (2.14)

6



The following Theorem gives an integration by parts formula for functionals
on Wiener space generated by solutions to the infinite dimensional stochastic
equations with non-Lipshitz drift. In Section 4 we apply it to obtain the raise of
smoothness under the action of associated not strongly continuous semigroup
Pt.

Theorem 2.3. Let ξ0(t, x0) be a generalized solution to (2.2) at x0 ∈ `2(a).
Introduce process

Γtv = [Id+ t(F ′(ξ0(t, x0)) +B)]v ∈ Jcyl (2.15)

for vector v ∈ IRZZd with finite number of nonzero coordinates.
Then the derivative in direction ut = Γtv gives

DΓvξ
0(t, x0) = tv (2.16)

Moreover, the integration by parts formula holds

E < ∂f(ξ0
t ), v >`2(1) Ψ =

1

t
E f(ξ0

t ){Ψ
∫ t

0
< Γsv, dW (s) >`2(1) −DΓvΨ} (2.17)

for all Ft measurable Ψ ∈ Dloc(Ω), f ∈ P∞cyl(`2(a)), t > 0.

Remark. The integration by parts above uses, in fact, the set of derivatives
in directions, generated by the monotonicity parameter F ′(x) + B of initial
operator. This parameter also describes the log-concavity properties of the
associated Gibbs measure with local specifications

dµΛ(x) =
1

ZΛ
exp{−1

2

∑
{k,j}∩Λ 6=∅

b(k − j)xkxj}
∏
k∈Λ

e−Φ(xk)dxk, Φ(x) =
∫ x

0
F (y)dy

Proof of Theorem 2.3. Properties of generalized solution ξ0(t, x0) (Theorem
2.2), polynomiality of F (2.3) and finite radius of B (2.4) give Γtv ∈ Jcyl for

finite vector v ∈ IRZZd. By Theorem 2.2 DΓvξ
0
k(t, x

0) satisfies

DΓvξ
0
k(t, x

0) =
∫ t

0
{Γsv}kds−

∫ t

0
[{F ′(ξ0(s, x0)) +B}DΓvξ

0(s, x0)]kds (2.18)

Substitution of DΓvξ
0
k(t, x

0) = tvk makes equation (2.18) hold identically and
due to the uniqueness of solutions we have (2.16).

For Ft measurable Ψ ∈ Dloc(Ω) and f ∈ P∞cyl(`2(a)) by Theorem 2.2 and

(2.11) we have f(ξ0(t, x0))Ψ ∈ Dloc(Ω). Using the integration by parts Theorem
3.1 [37] for projection onto

∏
k∈Λu C0([0, T ], IR1) of product measure P with

subsequent integration with respect to ωk, k 6∈ Λu we achieve by chain rule
(2.11)

Ef(ξ0(t, x0))Ψ
∫ t

0
< Γsv, dW (s) >`2(1)=

7



= E
∑
j∈Λu

< Dj{f(ξ0(t, x0))Ψ},
∫ •
0
{Γsv}jds >H= EDΓv[f(ξ0(t, x0))Ψ] =

= tE < ∂f(ξ0(t, x0)), v >`2(1) Ψ + Ef(ξ0(t, x0))DΓvΨ

which gives (2.17). Remark that we used the closure of [37, Th.3.1] from
bounded cylinder-valued Ft adapted continuous processes ut to any Lp(Ω ×
[0, T ]) summable processes, p ≥ 1, which is possible due to the property (2.10)
for functionals from Dloc(Ω).

3 Quasi-contractive nonlinear estimate on directional deriva-
tives.

Applying below the integration-by-parts Theorem 2.3 we rewrite the represen-
tation of partial derivatives ∂τPtf (2.6) in the terms of directional derivatives
on variations ξγ and specify the quasi-contractive nonlinear estimates [3] to this
setting. Introduce notation IDk = DΓek (3.1)
for the directional derivative, generated by Γt (2.15) and kth unit vector ek =

(..., 0, 1k, 0, ...) ∈ IRZZd. Formula (2.17) gives for Ft measurable Ψ ∈ Dloc(Ω)

∀ f ∈ P∞cyl(`2(a)) E ∂kf(ξ0
t )Ψ =

1

t
Ef(ξ0

t )ID
∗
kΨ (3.2)

with
ID∗kΨ = Ψ

∫ t

0
< Γsek, dW (s) >`2(1) −IDkΨ (3.3)

Therefore the partial derivatives of semigroup (2.6) permit representation

∂τPtf(x) =
|τ |∑
`=1

∑
γ1∪...∪γ`=τ

∑
j1,...,j`∈ZZd

Ef(ξ0
t )
ID∗j1...ID

∗
j`

(ξj1,γ1
...ξj`,γ`)

t`
(3.4)

and to obtain the raise of smoothness under the action of semigroup Pt we have
to investigate the behaviour of derivatives

IDβξτ = IDj1... IDj`ξτ , β = {j1, ..., j`}
on solutions ξγ to variational equations (2.7).

Theorem 3.1. ∀x0 ∈ `2(a) the variations ξτ(t, x
0) (2.7) have coordinates

∀ k ∈ ZZd ξk,τ(t, x
0) ∈ Dloc(Ω) and ∀ β ⊂ ZZd, |β| ≥ 1 ∃ IDβξk,τ ∈ Dloc(Ω).

They are represented as a strong solutions in the scale of spaces `mτ
(cτ,β), mτ =

m1/|τ |, to system

∀ |β| ≥ 0 IDβξk,τ(t) = x̃k;τ,β −
∫ t

0
[(F ′(ξ0) +B)IDβξτ ]kds−

∫ t

0
ϕk;τ,β(s)ds (3.5)

where x̃τ,β = 0, |β| ≥ 1, x̃τ,∅ = x̃τ (2.7),

ϕk;τ,β(t) =
∑

γ1 ∪ ... ∪ γ` = τ
|γi| ≥ 1, ` ≥ 1

∑
σ0 ∪ ... ∪ σ` = β
|σ0| ≥ 2− `, |σi| ≥ 0

t|σ0|δσ0
k F

(`+|σ0|)(ξ0
k) ID

σ1ξk,γ1
...IDσ`ξk,γ`

(3.6)
8



and vectors cτ,β ∈ IP are any that fulfill hierarchy

∃Kc δσ0
k [ck; τ,β]|τ |a

−k+1
2 m1

k ≤ Kc[ck; γ1,σ1
]|γ1|... [ck; γ`,σ`]

|γ`|, k ∈ ZZd (3.7)

Above δβj =
∏
i∈β δ

i
j is a product of Kronnecker symbols and the subdivisions

of sets τ = γ1 ∪ ... ∪ γ`, β = σ0 ∪ ... ∪ σ` are such that 1 ≤ ` ≤ |τ | and for
` = 1, |σ0| ≥ 1; for ` ≥ 2 |σ0| ≥ 0.

Moreover, at t = 0 there is asymptotic ∀R > 0 ∃KR ∈ ∩
p≥1

Lp(Ω,P) such

that
∀ |β| ≥ 1 ‖IDβξτ(t, x

0)‖`mτ (cτ,β) ≤ t|β|+1KR(ω), t ∈ [0, T ] (3.8)

uniformly on max(‖x0‖`2(a), ‖x̃γ,∅‖`mγ (cγ,∅), γ ⊂ τ) ≤ R.

The strong solutions are understood as Ft adapted `mτ
(cτ,β) continuous finite

variation processes

[0, T ] 3 t→ IDβξτ(t, x
0) ∈ D`mτ (cτ,β)(F

′(ξ0(t, x0)) +B), |β| ≥ 0, |τ | ≥ 1

which for P a.e. ω ∈ Ω fulfill equation (3.5) in `mτ
(cτ,β) a.e. on [0, T ].

Proof of this Theorem is quite complicated and we provide it through the set
of Lemmas in Subsection 5.2. There we successively check Definition 2.1 for
IDβξτ(t, x

0). In Lemmas 5.6 and 5.7 we construct processes IDβξτ(t, x
0, ω• +

ε
∫ •
0 usds) and DuID

βξτ(t, x
0) as solutions to nonautonomous stochastic equa-

tions and state their continuity on x0 ∈ `2(a) and u ∈ Jcyl. Lemma 5.8 gives a
sense to DuID

βξτ as derivative in direction u ∈ Jcyl. In Lemma 5.9 we provide

a final verification of IDβξk,τ ∈ Dloc(Ω) and show that DΓejID
βξk,τ = IDβ∪{j}ξk,τ .

We also prove asymptotic (3.8). An important tool to deal with the multiplica-
tive structure of ϕτ,β (3.6) is given in Lemma 5.5.

Remark that the equations (3.5) are obtained by direct action of IDβ on
equations (2.7), because (2.16) and chain rule (2.11) for F (2.3) give

IDβF (`)(ξ0
j (t, x

0)) = δβj t
|β|F (`+|β|)(ξ0

j (t, x
0))

We see that the property IDkξ0
t = tek (2.16) implies not only the simple

integration by parts formula, but also a simplified structure of coefficients in
equations (3.5), which depend exclusively on t and ξ0

t .
Taking into account this reason we introduce, like in [2, 3], a nonlinear

expression

ρτ,β(t) =
∑

γ⊂τ, σ⊂β, γ 6=∅
Epγ,σ(zt)‖

IDσξγ
t|σ|
‖mγ

`mγ (cγ,σ) (3.9)

for mγ = m1/|γ|, zt = ‖ξ0(t, x0)‖2
`2(a). It accumulates the nonlinear symmetries

of equation on IDβξτ (3.5), i.e. that the terms

F ′(ξ0)IDβξτ , t
|β|F (1+|β|)(ξ0)ξτ , t

|β|F (|τ |+|β|)(ξ0)ξj1...ξjn, τ = {j1, ..., jn}

appear in the r.h.s. of (3.5) simultaneously.
9



The following Theorem gives a quasi-contractive estimate on ρτ,β. In Section
4 it is applied to control the raise of smoothness.

Theorem 3.2. Let F fulfill (2.3), x0 ∈ `2(a) and vectors cγ,σ ∈ IP satisfy
hierarchy (3.7). Suppose that monotone functions pγ,σ ∈ C2(IR1

+) are such that
∃ ε > 0 ∃Kp > 0 ∀ z ∈ IR+

pγ,σ(z) ≥ ε and (1 + z)(|p′γ,σ(z)|+ |p′′γ,σ(z)|) ≤ Kppγ,σ(z) (3.10)

and
[pτ,β]|τ |(1 + z)

k+1
2 m1 ≤ Kp[pγ1,σ1

]|γ1|...[pγ`,σ`]
|γ`| (3.11)

for any subdivision τ = γ1 ∪ ... ∪ γ`, β = σ0 ∪ ... ∪ σ` such that 2− ` ≤ |σ0|.
Then there is a constant M = Mτ,β ∈ IR1 such that the quasi-contractive

nonlinear estimate holds

ρτ,β(t) ≤ eMtρτ,β(0) (3.12)

The r.h.s. limit t = 0 is substituted by Theorem 3.1 (3.8) and (2.7).

Proof. Let x0 ∈ `
2(k+1)2(a). Introduce for τ = {k1, ..., kn}, β = {j1, ..., jm}

function

hi(t) =
i∑

`=0

∑
σ ⊂ β
|σ| = `

∑
γ ⊂ τ
γ 6= ∅

Epγ,σ(zt)‖
IDσξγ
t|σ|
‖mγ

`mγ (cγ,σ)

We will show by induction that ∀ i ∈ {0, ...,m}

hi(t) ≤ eMithi(0) (3.13)

which at i = m, hm = ρτ,β(t) gives the statement of Theorem. Base of induction
at i = 0, i.e. when β = ∅, was proved in [3, Th.2.2]. Note that

hi(t) = hi−1(t) +
∑

σ⊂β, |σ|=i
gσ(t) (3.14)

where
gσ(t) =

∑
γ⊂τ,γ 6=∅

Epγ,σ(zt)‖
IDσξγ
t|σ|
‖mγ

`mγ (cγ,σ)

Therefore to obtain (3.13) it is sufficient to prove that for any σ ⊂ β, |σ| = i

gσ(t) ≤ eK1tgσ(0) +K2

∫ t

0
eK1(t−s)hi−1(s)ds (3.15)

Then due to inductive assumption and representation (3.14) we have

hi(t) ≤ eMi−1thi−1(0)+

+
∑

σ⊂β; |σ|=i
{eK1tgσ(0) +K2hi−1(0)

∫ t

0
eK1(t−s)eMi−1sds} ≤

≤ e(Mi−1+K1)t{1 +K2t}hi(0) ≤ e(Mi−1+K1+K2)thi(0)
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It remains to show (3.15). Introduce notations Xγ,σ = `mγ
(cγ,σ), ηt =

IDσξγ
t|σ|

,

where IDσξγ satisfies equation (3.5). Due to (3.8) ‖η0‖ = 0. Ito formula for
zt = ‖ξ0

t ‖2
`2(a) gives

pγ,σ(zt)‖ηt‖
mγ

Xγ,σ
= pγ,σ(z0)‖η0‖

mγ

Xγ,σ
+ 2

∫ t

0
p′γ,σ(zs)‖ηs‖

mγ

Xγ,σ
(ξ0(s), dW (s))`2(a)+

+mγ

∫ t

0
{pγ,σ(zs) <

dηs
ds
, η#

s >Xγ,σ −‖ηs‖
mγ

Xγ,σ
[Hµpγ,σ](zs)}ds =

= pγ,σ(z0)‖η0‖
mγ

Xγ,σ
+ 2

∫ t

0
p′γ,σ(zs)‖ηs‖

mγ

Xγ,σ
(ξ0(s), dW (s))`2(a)+

+mγ

∫ t

0
pγ,σ(zs){

1

s|σ|
<

d

ds
IDσξγ, η

# > −|σ|
s
‖ηs‖

mγ

Xγ,σ
}ds− (3.16)

−mγ

∫ t

0
‖ηs‖

mγ

Xγ,σ
(Hµpγ,σ)(zs)ds

Here (x, y)`2(a) =
∑
k∈ZZd akxkyk,

< u, v# >`m(c)=
∑
k∈ZZd

ckukvk|vk|m−2 (3.17)

for v# = ‖v‖m−2
`m(c)Fv with duality map F in `m(c) and operator Hµ acts on

cylinder test functions by rule (Hµf)(•) =
∑
k∈ZZd {−

1

2
∂2
k + βk∂k}f(•) with βk =

F (xk) +
∑
j∈ZZd b(k − j)xj.

Estimates (2.5), [3, (3.61)], (3.8) and inequality |Hµp|(zt) ≤ Cp(zt)[M +

K‖ξ0(t)‖2(k+1)
`
2(k+1)

(a)] guarantee the integrability on [0, T ]× Ω of all expressions in

Ito formula. Thus we have

Epγ,σ(zt)‖ηt‖
mγ

Xγ,σ
= Epγ,σ(z0)‖η0‖

mγ

Xγ,σ
−mγ

∫ t

0
E‖ηs‖

mγ

Xγ,σ
[Hµpγ,σ](zs)ds+

+mγ

∫ t

0
Epγ,σ(zs)[

1

s|σ|
<

d

ds
IDσξγ, η

# > −|σ|
s
‖ηs‖

mγ

Xγ,σ
]ds

Due to inequality Hµpγ,σ(z) ≥ Kγ,σpγ,σ(z), z ∈ IR+ (see [1, Hint 9]) and prop-
erty −1/s ≤ 0 we have

gσ(t) ≤ gσ(0) +K ′σ

∫ t

0
gσ(s)ds+

+
∑

γ⊂τ, γ 6=∅
mγ

∫ t

0
Epγ,σ(zs)

1

s|σ|
<

d

ds
IDσξγ, η

# > ds (3.18)

It remains to estimate (3.18). The process IDσξγ satisfies equation (3.5)
therefore

(3.18) = −
∑

γ⊂τ, γ 6=∅
mγ

∫ t

0
Epγ,σ(zs) < (F ′ +B)

IDσξγ
s|σ|

, η#
s >Xγ,σ

−

11



−
∑

γ⊂τ, γ 6=∅
mγ

∫ t

0
Epγ,σ(zs) <

ϕγ,σ
s|σ|

, η# >Xγ,σ
≤

≤ (Kτ,σ +K ′τ,σ)
∫ t

0
gσ(s)ds+

∑
γ⊂τ, γ 6=∅

∑
α1 ∪ ... ∪ α` = γ
|αi| ≥ 1, ` ≥ 1

∑
π0 ∪ ... ∪ π` = σ

|π0| ≥ 2− `, |πi| ≥ 0∫ t

0
Epγ,σ(zs)‖

s|π0|δπ0F (`+|π0|)(ξ0)IDπ1ξα1
...IDπ`ξα`

s|σ|
‖mγ

`mγ (cγ,σ)ds (3.19)

with Kτ,σ =
∑
γ⊂τ mτ‖B‖L(Xγ,σ). Above we used that F ′(z) ≥ 0, z ∈ IR1,

representation (3.6) of ϕγ,σ and inequality

| < ψ, η# >`m(c) | ≤
1

m
‖ψ‖m`m(c) +

m− 1

m
‖η‖m`m(c) (3.20)

Due to the property |σ| − |π0| = |π1|+ ...+ |π`| we obtain

s|π0|ID
π1ξα1

...IDπ`ξα`
s|σ|

=
IDπ1ξα1

s|π1|
...
IDπ`ξα`
s|π`|

(3.21)

Moreover, by (2.3)

|F (`+|π0|)(x0
k)| ≤ C(1 + |x0

k|)k+1 ≤ Ca
−k+1

2
k (1 + ‖x0‖2

`2(a))
k+1

2 (3.22)

Using (3.21), (3.22) and hierarchies (3.7), (3.10) we have estimate on each
term in (3.19)

Epγ,σ(zs)
∑
k∈ZZd

ck;γ,σδ
π0
k |F (`+|π0|)(ξ0

k)
IDπ1ξk,α1

s|π1|
...
IDπ`ξk,α`
s|π`|

|mγ ≤

≤ CmγK1/mγ
c K1/mγ

p E
∑
k∈ZZd

∏̀
j=1

{pαj ,πj(zt)ck;αj ,πj |
IDπjξk,αj
s|πj |

|mαj}|αj |/|γ| ≤

≤ K2E
∑̀
j=1

|αj|
|γ|

pαj ,πj(zs)‖
IDπjξαj
s|πj |

‖
mαj

Xαj,πj
(3.23)

Above we applied Hölder inequality |x1...x`| ≤
|x1|q1

q1
+ ...+

|x`|q`
q`

with qj =
|γ|
|αj|

.

Now, if ` = 1 therefore π0 6= ∅ and for subdivision σ = π0 ∪ π1 we have
|π0|, |π1| ≤ |σ| − 1 and for (3.23) the inductive assumption (3.15) works.

If ` = 2 then even for π0 = ∅ there exists at least two subsets π1∪π2 = σ for
which |πj| ≤ |σ| − 1 and inductive assumption is again applicable. We obtain
(3.23) ≤ K2 hi−1(t) which by (3.18) and (3.19) gives

gσ(t) ≤ gσ(0) +K1

∫ t

0
gσ(s)ds+K2

∫ t

0
hi−1(s)ds

This implies (3.15) withK1 = K ′σ+Kτ,σ+K ′τ,σ and finishes the proof of nonlinear

estimate (3.12) for x0 ∈ `
2(k+1)2(a). The closure up to x0 ∈ `2(a) is simple by

Lemma 5.1 (5.2) and 5.6 (5.26) with u1 = u2 = 0.
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4 Smoothing properties of semigroups.

Using the quasi-contractive properties of derivatives IDβξγ governed by Γt (2.15)
and the integration-by-parts Theorem 2.3 we show that semigroup Pt (2.1) raises
the smoothness in certain scale of Banach spaces CΘ(`2(a)) of continuously dif-
ferentiable functions which essentially depend on the non-Lipschitz parameter
k (2.3).

The following Proposition displays the precise behaviour of directional deriva-
tives IDβξk,τ(t, x

0) (3.5) with respect to the lattice ZZd and points x0 ∈ `2(a).
We apply here the nonlinear estimate (3.12).

Proposition 4.1. Let F fulfill (2.3), ψ ∈ IP and function Q ∈ C2(IR1) satisfy
(3.10). Then ∀n ∈ IN ∃M = Mn(ψ,Q) such that the estimate holds

∀ t ∈ [0, T ] EQ(‖ξ0(t, x0)‖2
`2(a))|IDβξk,τ |mτ ≤

≤
t|β|mτeMt|τ |ψ0Q(‖x0‖2

`2(a))(1 + ‖x0‖2
`2(a))

k+1
2 mτ (|τ |+|β|−1)

a
k+1

2 mτ (|τ |−1)
k

∏
i∈β

a
k+1

2 mτ

i
∏
j∈τ

ψ
m1/|τ |
k−j

(4.1)

for all 1 ≤ m1 ≤ n, {k, τ, β} ⊂ ZZd, |τ | ≤ m1, |β| ≤ n and mτ = m1/|τ |.

Proof. For fixed τ, β introduce

p̃γ,σ(z) = Q(z)(1 + z)
k+1

2 m1( |β|−1
|τ | −

|σ|−1
|γ| ), γ ⊂ τ, σ ⊂ β (4.2)

c̃k;γ,σ = (
∏
i∈σ

a
k+1

2
m1
|γ|

i )a
k+1

2 m1
|γ|−1
|γ|

k

∏
j∈γ

ψ
m1/|γ|
k−j , ψ ∈ IP (4.3)

where function Q ∈ C∞(IR1) fulfills (3.10). These weights satisfy conditions
(3.7), (3.11) with uniform constants Kc̃ = Kp̃ = 1. Indeed, for γ = α1 ∪ ... ∪ α`
and σ = π0 ∪ ... ∪ π`

(1 + z)
k+1

2 m1( |β|−1
|τ | −

|σ|−1
|γ| )|γ|(1 + z)

k+1
2 m1 ≤ (1 + z)

k+1
2 m1

∑̀
j=1

( |β|−1
|τ | −

|πj |−1

|αj |
)|αj |

or 2− ` ≤ |π0| which holds by assumptions on hierarchy (3.11).
Substituting c̃γ,σ in (3.7) we have

δπ0
k (

∏
i∈σ

a
k+1

2 m1

i )a
k+1

2 m1(|γ|−1)
k

∏
j∈γ

ψm1
k−j • a

−k+1
2 m1

k ≤

≤
∏̀
q=1

{ (
∏
i∈πq

a
k+1

2 m1

i )a
k+1

2 m1(|αq|−1)
k

∏
j∈αq

ψm1
k−j}

or equivalently, because |γ| = |α1|+ ...+ |α`|,

δπ0
k

∏
j∈π0

a
k+1

2 m1

j • a
k+1

2 m1(`−2)
k ≤ 1 (4.4)
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Due to ak ≤ tr a = 1, inequality (4.4) is obvious for ` ≥ 2. For ` = 1 the set
π0 6= ∅ and rewriting

δπ0
k

∏
j∈π0

a
k+1

2 m1

j =


a
k+1

2 m1

k δ
π0\{k}
k

∏
j∈π0\{k}

a
k+1

2 m1

j , k ∈ π0

0, k 6∈ π0

the condition (4.4) is also satisfied.
Using that for γ = τ, σ = β weight p̃τ,β(z) = Q(z) and for |γ| = 1, σ = ∅

p̃γ,∅(z) = Q(z)(1 + z)
k+1

2 mτ (|τ |+|β|−1) we apply Theorem 3.2 and have

EQ(‖ξ0(t, x0)‖2
`2(a))‖

IDβξτ
t|β|
‖mτ

`mτ (c̃τ,β) ≤ ρτ,β(t) ≤ eMtρτ,β(0) =

= |τ |ψ0e
MtQ(‖x0‖2

`2(a))(1 + ‖x0‖2
`2(a))

k+1
2 mτ (|τ |+|β|−1) (4.5)

where we used (3.8) and (2.7) with ‖x̃j‖`m1
(c{j},∅) = ψ0. The coordinate form

of (4.5) gives (4.1). Constant M is uniform with respect to |τ |, |β| ≤ n due to
Kp̃ = Kc̃ = 1 and uniformity of Kγ,α and ‖B‖L(`mτ (cτ,β)) [3, (3.24)].

Proposition just proved shows that for IDβξγ there is a certain ordering of
behaviour with respect to β, γ ⊂ ZZd, generated by weights

( (1 + ‖x0‖2
`2(a))

k+1
2 , {a−

k+1
2

k }k∈ZZd)

Due to the representation (3.4) it influences corresponding relations between
different order derivatives of semigroup Pt and therefore requires a reduction of
weights in seminorms on partial derivatives ∂τPtf in CΘ.

Let Θ = Θ0 ∪ ... ∪ Θn denote any array of pairs (p,G) ∈ Θi with i-tensor
G = G1⊗...⊗Gi, constructed by vectors G1, ..., Gi ∈ IP , and monotone functions
p ∈ C2(IR1

+) with property (3.10). Array Θ0 should consist of pairs (p, ∅)
with empty tensor ∅ such that ∅ ⊗ G = G ⊗ ∅ = G, G ∈ IP . The array
Θ = Θ0 ∪ ... ∪ Θn, n ∈ IN , is quasi-contractive with parameter k iff ∀ (p,G =
G1 ⊗ ... ⊗ Gi) ∈ Θi, i = 2, ..., n, ∀ k, j ∈ {1, ..., i}, k 6= j, there is a pair
(p̃, G̃ = G̃1 ⊗ ...⊗ G̃i−1) ∈ Θi−1 such that ∃K > 0 ∀ z ∈ IR+

(1 + z)
k+1

2 p̃(z) ≤ Kp(z) and (Ĝ{k,j})` ≤ KG̃`, ` = 1, ..., i− 1 (4.6)

Here (i− 1)-tensor Ĝ{k,j} is constructed from i-tensor G = G1 ⊗ ...⊗Gi by the

rule Ĝ{k,j} = G1⊗ ...⊗Gk−1⊗Gk+1⊗ ...⊗Gj−1⊗A−(k+1)GkGj⊗Gj+1⊗ ...⊗Gi

with A−(k+1) = {a−(k+1)
k }k∈ZZd.

We say that f ∈ CΘ(`2(a)), Θ = Θ0 ∪ ... ∪ Θn iff f ∈ C(`2(a)) and ∀ τ =
{k1, ..., ki}, |τ | ≤ n there are partial derivatives ∂τf = ∂k1

...∂kif ∈ C(`2(a))
such that the following norm is finite

‖f‖Θ = max
i=0,...,n

|||∂(i)f |||Θi
(4.7)
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where

|||∂(i)f |||Θi
= sup

x∈`2(a)
max

(p,G)∈Θi

|||∂(i)f(x)|||G
p(‖x‖2

`2(a))
(4.8)

and
|||∂(i)f(x)|||2G =

∑
τ={k1,...,ki}∈ZZd

G1
k1
...Gi

ki
|∂τf(x)|2

Above partial derivatives ∂τf are understood in the sense that ∀x0 ∈ `2(a) ∀h ∈
X∞([a, b]) = ∩

p≥1, c∈IP
AC∞([a, b], `p(c)) representations hold

∀ |τ | = 0, ..., n−1 ∂τf(x0 +h(•))
b

a

=
∫ b

a

∑
k∈ZZd

∂τ∪{k}f(x0 +h(s))h′k(s)ds (4.9)

where we used notationAC∞([a, b], X) = {h ∈ C([a, b], X); ∃h′ ∈ L∞([a, b], X)}
for Banach space X.

In [3, Th.2.4] it was shown that the semigroup Pt (2.1) preserves spaces
CΘ(`2(a)) and fulfills estimate ∃MΘ, KΘ: ∀ f ∈ CΘ(`2(a))

‖Ptf‖CΘ
≤ KΘe

MΘt‖f‖CΘ
(4.10)

if the array Θ is quasi-contractive with parameter k (2.3). In particular the
partial derivatives of semigroup Pt fulfill representation (2.6) for all f ∈ CΘ.

Introduce

TkΘ = {( (1 + z2)
k+1

2 p(z), sym(G ⊗ Ak+2) ); (p,G) ∈ Θ} (4.11)

and denote
(Θ)m =

m
∪
i=0

T ikΘ, (Θ)0 = Θ

Remark that for quasi-contractive with parameter k array Θ the array (Θ)m is
also quasi-contractive. This follows from (Θ)i = (Θ)i−1∪Tk(Θ)i−1 and ordering
(4.6).

Next Theorem gives the raise of smoothness in scale CΘ under the action
of semigroup Pt. Denote by DΘ the closure in CΘ of f ∈ P∞cyl(`2(a)) such that
‖f‖CΘ

<∞.

Theorem 4.2. Let Θ be quasi-contractive array with parameter k (2.3). Then
∀m ≥ 1 ∃KΘ,m,MΘ,m such that ∀ f ∈ DΘ we have Ptf ∈ C(Θ)m, t > 0 and

‖Ptf‖C(Θ)m
≤ 1

tm/2
KΘ,me

MΘ,mt‖f‖CΘ
, t > 0 (4.12)

Proof. Let Θ = Θ0 ∪ ... ∪ Θn be a quasi-contractive array. Consider f ∈
P∞cyl(`2(a)) such that ‖f‖CΘ

< ∞. Due to cylindricity and property (2.14)
the norms are finite ‖f‖C(Θ)m

< ∞, m ≥ 1. By [3, Th.2.4] Ptf ∈ C(Θ)m and
‖Ptf‖C(Θ)m

<∞.
I. At first we show ∀ f ∈ P∞cyl(`2(a))

∀ t > 0 ‖Ptf‖C(Θ)1
≤ 1√

t
KeMt‖f‖CΘ

(4.13)
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Definition (4.7) implies

‖Ptf‖C(Θ)1
= max( ‖Ptf‖CΘ

, max
i=0,...,n

|||∂(i+1)Ptf |||TkΘi
)

and due to (4.10) estimate (4.13) will simply follow if we show that ∀ i ∈
{0, ..., n} ∀ t > 0

|||∂(i+1)Ptf |||TkΘi
≤ 1√

t
KeMt‖f‖CΘ

(4.14)

Now we prove inductively that the next estimate: ∀ i = 0, ..., n ∀Θi ∈ Θ

|||∂(i+1)Ptf |||TkΘi
≤ KeMt{ 1√

t
|||∂(i)f |||Θi

+ max
`=1,...,i

(|||∂(`)f |||Θ`
, |||∂(`)f |||TkΘ`−1

)

(4.15)
implies (4.14). Inductive base for (4.14) holds by (4.15) at i = 0. Let for i ≤ i0
estimate (4.14) be fulfilled. Due to the Ptf = Pt/2Pt/2f and (4.15) we have

|||∂(i0+2)Ptf |||TkΘi0+1
= |||∂(i0+2)Pt/2Pt/2f |||TkΘi0+1

≤

≤ KeMt/2{
√

2√
t
|||∂(i0+1)Pt/2f |||Θi0+1

+

+ max
`=1,...,i0+1

(|||∂(`)Pt/2f |||Θ`
, |||∂(`)Pt/2f |||TkΘ`−1

)} ≤ K ′eM
′t

√
t
‖f‖CΘ

Above we used (4.10), inductive assumption (4.14) and the structure of semi-
norms in space CΘ. Therefore (4.14) and (4.13) are proved.

To obtain (4.12) we represent Ptf = Pt/m...Pt/mf for f ∈ P∞cyl(`2(a)) and
apply m times (4.13).

Consider a sequence of functions {gn} ∈ P∞cyl(`2(a)) such that ‖gn‖CΘ
< ∞

and gn → g∗ ∈ DΘ, n → ∞ in CΘ, Θ = Θ0 ∪ ... ∪ Θn. By [3, Th.2.4] and
property ‖gm‖C(Θ)`

< ∞, ` ≥ 1, we have that semigroup Ptgm ∈ C(Θ)`, ` ≥ 1,

and possesses integral representations (4.9) up to order n + `. Substituting
f = gm − gn in (4.12) we have

‖Ptgm − Ptgn‖C(Θ)`
≤ 1

t`/2
KΘ,` e

MΘ,`t‖gm − gn‖CΘ
(4.16)

Estimate (4.16) implies the uniform on balls on x0 ∈ `2(a) convergence of
partial derivatives ∂τPtgm to some continuous functions on `2(a). They fulfill
the representations (4.9) up to (n + `)th order and give the partial derivatives
of Ptg

∗ in sense (4.10). This finishes the proof of Theorem and gives that
∀ g∗ ∈ DΘ Ptg

∗ ∈ C(Θ)`, ` ≥ 1 and fulfills an estimate (4.12).

II. It remains to show (4.15). Due to integration by parts formula (3.2) and
representation (2.6) for partial derivatives {∂(i+1)Ptf}k1,...,ki+1

= ∂k1
...∂ki+1

Ptf of
semigroup Pt we have

∂ki+1
...∂k1

Ptf =
i∑

`=1

∑
γ1∪...∪γ`={k1,...,ki+1}

E < ∂(`)f(ξ0), ξγ1
⊗ ...⊗ ξγ` > + (4.17)

+
1

t

∑
j1,...,ji+1∈ZZd

E ∂ji...∂j1f(ξ0)ξj1,k1
...ξji+1,ki+1

∫ t

0
< Γseji+1

, dW (s) >`2(1) − (4.18)
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−1

t

i+1∑
`=1

∑
j1,...,ji+1∈ZZd

E ∂ji...∂j1f(ξ0)ξj1,k1
...IDji+1ξj`,k`...ξji+1,ki+1

(4.19)

In the proof of Theorem 3.9 [3] we have shown by application of nonlinear
estimates that for any quasi-contractive array Ψ = Ψ0 ∪ ... ∪ Ψn, ∀ ` ≤ i ∈
{1, ..., n} and |γ1|+ ...+ |γ`| = i

|||
∑

γ1∪...∪γ`
E < ∂(`)f(ξ0), ξγ1

⊗ ...⊗ ξγ` > |||Ψi
≤ KeMt|||∂(`)f |||Ψ`

For quasi-contractive array Θ = Θ0 ∪ ... ∪ Θn the array TkΘi is a subset of
quasi-contractive array (Θ)1 = Θ ∪ TkΘ = Ψ0 ∪ ... ∪ Ψn+1 with Ψ0 = Θ0,
Ψn+1 = TkΘn and Ψ` = Θ` ∪ TkΘ`−1. Therefore we have ∀ i ∈ {1, ..., n}

|||(4.17)|||TkΘi
≤ KeMt max

`=1,...,i
(|||∂(`)f |||Θ`

, |||∂(`)f |||TkΘ`−1
)

To finish the proof of (4.15) it is sufficient to show that ∀ (p,G) ∈ Θi

|||(4.18)|||Tk(p,G) ≤
1√
t
KeMt|||∂(i)f |||Θi

(4.20)

|||(4.19)|||Tk(p,G) ≤ KeMt|||∂(i)f |||Θi
(4.21)

with Tk(p,G) = ( (1 + z)
k+1

2 p(z),G ⊗ Ak+2) (4.11).

Estimate (4.20). Applying Hölder inequality we have

|||(4.18)|||Tk(p,G) ≤
||| ∑
j1,...,ji+1∈ZZd

(E
|∂ji...∂j1f(ξ0)|2

p2(zt)
)
1/2
Aj1,...,ji+1

|||
G⊗Ak+2

t (1 + ‖x0‖2
`2(a))

k+1
2 p(‖x0‖2

`2(a))
(4.22)

with zt = ‖ξ0(t, x0)‖2
`2(a) and

A
k1,...,ki+1

j1,...,ji+1
= (Ep2(zt) |ξj1,k1

...ξji+1,ki+1

∫ t

0
< Γseji+1

, dW (s) >`2(1) |2)
1/2

A simple consequence of finite dimensional Ito formula

∀ v ∈ Jcyl(Ω) E(
∫ t

0
< vs, dW (s) >`2(1))

2n ≤ (n(2n− 1))ntn−1E
∫ t

0
‖vs‖2n

`2(1)ds

gives

(E(
∫ t

0
< Γseji+1

, dW (s) >`2(1))
2(i+2))

1/2(i+2) ≤ KeMt
√
ta
−k+1

2
ji+1

(1 + ‖x0‖2
`2(a))

k+1
2

(4.23)
with Γs introduced in (2.15). We used ‖B‖L(`2(1)) <∞, property (2.5) of process
ξ0(t, x0) and estimate

|F ′(ξ0
j )| ≤ C(1 + |ξ0

j |)k+1 ≤ Ca
−k+1

2
j (1 + ‖ξ0‖2

`2(a))
k+1

2

17



The successive application of Hölder inequality with q` = 1/(i + 2), (4.23)
and nonlinear estimate (4.1) with |β| = 0, τ = {j} lead to

A
k1,...,ki+1

j1,...,ji+1
≤

i+1∏
`=1

(Ep2 i+2
i+1 |ξj`,k`|2(i+2))

1/2(i+2){E(
∫ t

0
< Γseji+1

, dW >)2(i+2)}1/2(i+2) ≤

≤ KeMt
√
t(1 + ‖x0‖2

`2(a))
k+1

2 p(‖x0‖2
`2(a))

a
−k+1

2
ji+1

i+1∏
`=1

ψj`−k`

(4.24)

Substituting (4.24) in (4.22) we obtain

|||(4.18)|||Tk(p,G) ≤
KeMt

√
t

(
∑

k1,...,ki+1

G1
k1
...Gi

ki
ak+2
ki+1

•

•|
∑

j1,...,ji+1

(E
|∂ji...∂j1f(ξ0)|2

p2(zt)
)1/2 a

−k+1
2

ji+1

i+1∏
`=1

ψj`−k`

|2)1/2 ≤

≤ KeMt

√
t

(tr a)1/2 ∑
j∈ZZd

δ
k+1

2 |j|
a

ψj
(

∑
k1,...,ki

G1
k1
...Gi

ki
•

•|
∑

j1,...,ji

(E
|∂ji...∂j1f(ξ0)|2

p2(zt)
)1/2

i∏
`=1

1

ψj`−k`
|2)1/2 ≤

≤ K ′eMt

√
t
KG,ψ|||∂(i)f |||(p,G) ≤

K ′eMt

√
t
KG,ψ|||∂(i)f |||Θi

(4.25)

Above we used a
−k+1

2
ji+1

≤ δ
k+1

2 |ji+1−ki+1|
a a

−k+1
2

ki+1
with δa = sup|k−j|=1 |ak/aj| and

Proposition 4.3 with xj1...ji = (E
|∂ji...∂j1f(ξ0)|2

p2(zt)
)1/2 and b(k) = 1/ψk.

The choice of vector ψ ∈ IP makes the constants KG,ψ =
i∏

`=1
(

∑
k∈ZZd

δ
|k|/2
G` /ψk)

in Proposition 4.3 and sum
∑

k∈ZZd
δ
k+1

2 |k|
a /ψk be finite which finishes proof of

(4.20).

Estimate (4.21) can be done in a similar way.

|||(4.19)|||Tk(p,G) ≤
i∑

`=1

||| ∑
j1,...,ji+1∈ZZd

(E
|∂ji...∂j1f(ξ0)|2

p2(zt)
)1/2B`

j1,...,ji+1
|||
G⊗Ak+2

t (1 + ‖x0‖2
`2(a))

k+1
2 p(‖x0‖2

`2(a))

with

B
`;k1,..,ki+1

j1,...,ji+1
= (E {

i+1∏
m=1,m6=`

p2/(i+1)(zt)|ξjm,km|2}p2/(i+1)(zt)|IDji+1ξj`,k`|2)
1/2 ≤

≤
i+1∏

m=1,m 6=`
(Ep2(zt)|ξjm,km|2(i+1))1/2(i+1)

•(Ep2(zt)|IDji+1ξj`,k`|2(i+1))1/2(i+1) ≤
18



≤ KeMtt(1 + ‖x0‖2
`2(a))

k+1
2 p(‖x0‖2

`2(a))
a
−k+1

2
ji+1

i+1∏
`=1

ψj`−k`

(4.26)

Above we applied nonlinear estimate (4.1) for |β| ∈ {0, 1}, τ = {j}.
As the expression (4.26) up to the factor

√
t coincides with (4.24) we proceed

further like in (4.25) and obtain (4.21).

Below we give a simple Proposition on convolutional estimates, which was
used in the proof of Theorem 4.2.

Proposition 4.3. Let G`, b ∈ IP , bk ≤ 1. Suppose that

KG,b =
i∏

`=1

(
∑
j∈ZZd

bjδ
|j|/2
G` ) <∞

Then
(

∑
k1,...,ki∈ZZd

G1
k1
...Gi

ki
|

∑
j1,...,ji∈ZZd

xj1,...,ji
i∏

`=1

b(k` − j`)|2)1/2 ≤

≤ KG,b(
∑

k1,...,ki∈ZZd
G1
k1
...Gi

ki
|xk1,...,ki|2)1/2

Proof. Indeed

(
∑

k1,...,ki∈ZZd
G1
k1
...Gi

ki
|

∑
j1,...,ji∈ZZd

xj1,...,ji
i∏

`=1

b(k` − j`)|2)1/2 =

= (
∑

k1,...,ki∈ZZd
G1
k1
...Gi

ki
|

∑
m1,...,mi∈ZZd

xm1+k1,...,mi+kibm1
...bmi

|2)1/2 ≤

≤
∑

m1,...,mi∈ZZd
bm1

...bmi
(

∑
k1,...,ki∈ZZd

G1
k1
...Gi

ki
|xm1+k1,...,mi+ki|2)1/2 ≤

≤ KG,b(
∑

k1,...,ki∈ZZd
G1
k1
...Gi

ki
|xk1,...,ki|2)1/2

where we used Gk ≤ δ
|m|
G Gm+k.

5 C∞-smoothness of Wiener functionals.

It remains to prove Theorems 2.2 and 3.1. To do this we discuss in this Sec-
tion how the nonlinearity parameter k influences the smoothness of ξ0 and
its variations ξτ as Wiener functionals. We apply the monotone methods of
nonlinear analysis to work with the unbounded nonautonomous coefficients of
corresponding equations.
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5.1 Proof of Theorem 2.2.

In successive Lemmas 5.1-5.4 we check that ξ0
k(t, x

0) ∈ Dloc(Ω) and prove The-
orem 2.2.

Lemma 5.1. ∀x0 ∈ `
2(k+1)2(a) ∀u ∈ Jcyl process ξε(t, x0, u, ω) = ξ0(t, x0, ω•+

ε
∫ •
0 usds) is represented as a unique strong solution to equation

ξεk(t, x
0, u) = x0

k +Wk(t) + ε
∫ t

0
us,kds−

∫ t

0
[F (ξεk(s, x

0, u)) + {Bξε(s, x0, u)}k]ds
(5.1)

i.e. `2(a) continuous Ft adapted process ξε(t, x0) ∈ D`2(a)(F ), t ∈ [0, T ], P a.e.
ω ∈ Ω, which fulfills equation (5.1) in `2(a) P a.e.

Moreover ∀x0 ∈ `2(a) there is a unique generalized solution ξε(t, x0, u) to
equation (5.1), which is a uniform on [0, T ] P a.e. limit of strong solutions and
fulfills estimate: ∃M ∀x0, y0 ∈ `2(a), u1, u2 ∈ Jcyl
sup
|ε|≤ε0

sup
t∈[0,T ]

‖ξεt (x0, u1)−ξεt (y0, u2)‖2
`2(a) ≤ eMT (‖x0−y0‖2

`2(a)+ε
2
0

∫ T

0
‖u1

s−u2
s‖2
`2(a)ds)

(5.2)
sup
|ε|≤ε0

sup
t∈[0,T ]

‖ξεt (x0, u)‖2
`2(a) ≤ K(ω) + eMT (‖x0‖2

`2(a) + ε2
0K

∫ T

0
‖us‖2

`2(a)ds) (5.3)

with K ∈ ∩
p≥1

Lp(Ω,P).

Proof. Like in [14, 15] due to representation

ξεk(t, x
0, u) = ηεk(t, x

0, u) +Wk(t) + ε
∫ t

0
us,kds (5.4)

strong solvability of equation (5.1) is equivalent to the solvability of equation

ηεk(t) = x0
k −

∫ t

0
[(F +B)(ηε(s) +W (s) + ε

∫ s

0
uτdτ)]kds (5.5)

For u ∈ Jcyl process
∫ s
0 uτdτ is `p(a) continuous for any p ≥ 1. By [14,

Th.4.1] due to `p(a) continuity of W (s) (see e.g. [15]) we have that for x0 ∈
`

2(k+1)2(a) equation (5.5) is strongly solvable in space `2(a) and its solution ηε(t)

is `
2(k+1)

(a)-valued uniformly on t ∈ [0, T ] bounded finite variation process.

Furthermore for IP a.e. ω ∈ Ω

(F +B)(ηε(•) +W (•) + ε
∫ •
0
uτdτ) ∈ L∞([0, T ], `2(a))

and due to representation (5.5) function [0, T ] 3 t → ηε(t, x0, u) is P a.e.
absolutely continuous in `2(a) and thus for a.e. t ∈ [0, T ] differentiable. This
guarantees the correctness of the following differentiation.

Denote ξε1 = ξε(t, x0, u1), ξε2 = ξε(t, y0, u2) for x0, y0 ∈ `
2(k+1)2(a) and u1, u2 ∈

Jcyl then

d

dt
‖ξε1 − ξε2‖2

`2(a) =
d

dt
‖ηεt (x0, u1)− ηεt (y0, u2) + ε

∫ t

0
(u1

s − u2
s)ds‖2

`2(a) =

= −2 < ξε1 − ξε2, [F (ξε1)− F (ξε2)] +B(ξε1 − ξε2) + ε(u1
t − u2

t ) >≤
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≤ (2‖B‖+ 1)‖ξε1 − ξε2‖2
`2(a) + ε2‖u1

t − u2
t‖2
`2(a)

Above we used the monotonicity of map F : `2(a)→ `2(a). This gives (5.2) for
x0, y0 ∈ `

2(k+1)2(a). Choosing y0 = x0 and u2 ≡ 0 as a consequence of (5.2) we

have sup
t∈[0,T ]

‖ξεt (x0, u1)− ξ0
t (x

0)‖2
`2(a) ≤ ε2eMT

∫ T

0
‖us‖2

`2(a)ds

which together with (2.5) gives (5.3). The closure of estimates (5.2) and (5.3)
up to x0, y0 ∈ `2(a) proves the statement.

Lemma 5.2. ∀x0 ∈ `2(a) ∀u ∈ Jcyl the equation

Duξ
0
k(t, x

0) =
∫ t

0
us,kds−

∫ t

0
{[F ′(ξ0

k(s, x
0)) +B]Duξ

0(s, x0)}kds (5.6)

has a unique strong solution in `2(a). Moreover

sup
t∈[0,T ]

‖Duξ
0(t, x0)‖2

`2(a) ≤ eMT
∫ T

0
‖us‖2

`2(a)ds (5.7)

sup
t∈[0,T ]

‖Duξ
0(t, x0)−Duξ

0(t, y0)‖2

`2(ak+2)
≤ eMTKR(ω)‖x0−y0‖2

`2(a)

∫ T

0
‖us‖2

`2(a)ds

(5.8)
with KR ∈ ∩

p≥1
Lp(Ω,P), R = max(‖x0‖`2(a), ‖y0‖`2(a)).

Proof. For any u ∈ Jcyl the inhomogeneous part of equation (5.6) u• ∈
C([0, T ], `2(c)) P a.e. for all c ∈ IP . Following the lines of Th.3.1 proof in
[3] we have that linear non-autonomous equation (5.6) has a unique `2(a) con-
tinuous Ft adapted strong solution Duξ

0(t, x0) ∈ D`2(a)(F
′(ξ0(t, x0))) P a.e.,

which possesses a strong `2(a) derivative
d

dt
Duξ

0(t, x0) and has representation

like (3.12) in [3]
Duξ

0(t, x0, ω) =
∫ t

0
Uω
x0(t, s)usds (5.9)

with Ft adapted strongly continuous in `2(a) evolution system {Uω
x0(t, s), 0 ≤

s ≤ t} generated by A(t, x0, ω) = F ′(ξ0(t, x0)) +B.
Inequality (5.7) simply follows from Duξ

0(0, x0) = 0 and estimate

d

dt
‖Duξ

0
t (x

0)‖2
`2(a) = 2 < Duξ

0
t (x

0), ut − (F ′(ξ0) +B)Duξ
0
t >≤

≤ (2‖B‖L(`2(a)) + 1)‖Duξ
0
t (x

0)‖2
`2(a) + ‖ut‖2

`2(a)

To obtain (5.8) we write

d

dt
‖Duξ

0
t (x

0)−Duξ
0
t (y

0)‖2

`2(ak+2)
=

= −2 < Duξ
0(x0)−Duξ

0(y0), B[Duξ
0(x0)−Duξ

0(y0)] > −

−2 < Duξ
0(x0)−Duξ

0(y0), F ′(ξ0(x0))Duξ
0(x0)−F ′(ξ0(y0))Duξ

0(y0) >
`2(ak+2)

≤

≤ (2‖B‖+ 1)‖Duξ
0(x0)−Duξ

0(y0)‖2

`2(ak+2)
+
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+‖[F ′(ξ0(x0))− F ′(ξ0(y0))]Duξ
0(x0)‖2

`2(ak+2)
≤

≤M‖Duξ
0(x0)−Duξ

0(y0)‖2

`2(ak+2)
+

+K(1 + ‖ξ0(x0)‖`2(a) + ‖ξ0(y0)‖`2(a))
2k‖ξ0(x0)− ξ0(y0)‖2

`2(a)‖Duξ
0
t (x

0)‖2
`2(a)

(5.10)
Above we used that F ′(z) ≥ 0, ∀ z ∈ IR1, and inequality ∀ c ∈ IP

‖[F ′(ξ)− F ′(ζ)]y‖2
`2(c) ≤ K2 ∑

k∈ZZd
ck|(ξk − ζk)(1 + |ξk|+ |ζk|)kyk|2 ≤

≤ K2 ∑
k∈ZZd

ck

ak+1
k

|yk|2•‖ξ − ζ‖2
`2(a)(1 + ‖ξ‖`2(a) + ‖ζ‖`2(a))

2k ≤

≤ K2‖ξ − ζ‖2
`2(a)(1 + ‖ξ‖`2(a) + ‖ζ‖`2(a))

2k‖y‖2
`2(dc) (5.11)

with dk ≥ a−k+1
k , which is a simple consequence of property (2.3) for map F .

Properties of process ξ0 (2.5) and estimates (5.10), (5.7) give (5.8).

Lemma 5.3. ∀u ∈ Jcyl the solutions ξε, Duξ
0 to equations (5.1), (5.6) fulfill:

∀R > 0 ∃Ku,R ∈ ∩p≥1 L
p(Ω,P) such that ∀ ‖x0‖`2(a) ≤ R

sup
|ε|≤ε0

sup
t∈[0,T ]

‖ξ
ε
t (x

0, u)− ξ0
t (x

0)

ε
−Duξ

0
t (x

0)‖
`2(ak+2)

≤ ε0Ku,R(ω) (5.12)

Proof. Denote ∆∅(t) =
ξεt (x

0, u)− ξ0
t (x

0)

ε
−Duξ

0
t (x

0). Due to representation

(5.4) and properties of strong solution Duξ
0
t (x

0) to equation (5.6) the differen-
tiation below is justified. Using

f(y)− f(x) = f ′(y − x) +
∫ 1

0
[f ′(x+ λ(y − x))− f ′(x)](y − x)dλ

notation ζλ = ξ0 + λ(ξε − ξ0) and monotonicity of F : F ′(z) ≥ 0, z ∈ IR1 we
have

d

dt
‖∆∅‖2

`2(ak+2)
= −2 < ∆∅, B∆∅ >`2(a) −

−2 < ∆∅, F (ξε)− F (ξ0) + ut − ut − F ′Duξ
0
t >`2(a)≤

≤ (2‖B‖+ 1)‖∆∅‖2

`2(ak+2)
− 2

∫ 1

0
‖[F ′(ζλ)− F ′(ξ0)]

ξε − ξ0

ε
‖2

`2(ak+2)
dλ ≤

≤ K‖∆∅‖2

`2(ak+2)
+2

∫ 1

0
K ′(1+‖ξ0‖`2(a)+‖ζλ‖`2(a))

2k‖ξ0−ζλ‖2
`2(a)‖

ξε − ξ0

ε
‖2
`2(a)dλ ≤

≤ K‖∆∅‖2 + ε2K ′′u(‖x0‖2
`2(a)) (5.13)
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At last two steps we used estimates (5.11), (2.5) and properties of ξ0 and ξε

(Lemma 5.1).
Due to ∆∅(0) = 0 and (5.13) we obtain (5.12) for x0 ∈ `

2(k+1)2(a). By (5.2),

(5.8) we can close this estimate up to x0 ∈ `2(a) for P a.e. ω ∈ Ω.

Lemma 5.4. ∀x0 ∈ `2(a) ∀u ∈ Jcyl ∀ k ∈ ZZd the coordinates ξ0
k(t, x

0) ∈
Dloc(Ω), t ∈ [0, T ].

Proof. Formula (5.12) gives: ∀x0 ∈ `2(a), u ∈ Jcyl, k ∈ ZZd

lim
|ε|→0

E sup
t∈[0,T ]

|ξ
ε
k(t, x

0, u)− ξ0
k(t, x

0)

ε
−Duξ

0
k(t, x

0)|p = 0, ∀ p ≥ 1 (5.14)

By (5.3) and (5.7) we have that Duξ
0
k(t, x

0) is derivative of ξ0
k(t, x

0) in sense of
Definition 2.1.

Representation (5.9) leads to the property (2.10): ∀u ∈ Jcyl

Duξ
0
k(t, x

0) =
∫ t

0

∑
j∈ZZd

[Uω
x0(t, s)]kjus,jds =

∑
j∈Λu

< Djξ
0
k(t, x

0),
∫ •
0
us,jds >H

with Ft adapted Djξ
0
k(t, x

0) =
∫ •
0 χs≤t[U

ω
x0(t, s)]kjds ∈ H. From estimate (5.7)

we have P a.e.

∀u ∈ Jcyl |Duξ
0
k(t, x

0)|2 ≤ 1

ak
eMt

∫ t

0
‖us‖2

`2(a)ds

therefore ∫ t

0
‖ [Uω

x0(t, s)]k•‖2
`2(a−1)ds ≤

1

ak
eMt

This implies

‖Djξ
0
k(t, x

0)‖2
H =

∫ t

0
| [Uω

x0(t, s)]k,j|2ds ≤
aj
ak
eMt

and Djξ
0
k(t, x

0) ∈ ∩
p≥1

Lp(Ω,P,H).

5.2 Proof of Theorem 3.1.

The correct proof of Theorem 3.1 requires some bookkeeping. The following
Lemma gives a tool to work with the multiplicative structure of ϕτ,β in (3.5).

Lemma 5.5. Let vectors {cγ,σ}γ⊂τ,σ⊂β satisfy hierarchy (3.7) and function Q

such ∃K > 0 ∀x, y ∈ IR1 |Q(x)−Q(y)| ≤ K|x− y|(1 + |x|+ |y|)k. Then for

dk = a
−k+1

2 m1

k we have

∃C ∀x, y ∈ `2(a) ‖Q(y)‖L(`mτ (dcτ,β),`mτ (cτ,β)) ≤ C(1 + ‖y‖`2(a))
k+1 (5.15)

‖ [Q(y)−Q(x)]u‖`mτ (cτ,β) ≤ C‖y − x‖`2(a)(1 + ‖y‖`2(a) + ‖x‖`2(a))
k‖u‖`mτ (dcτ,β)

(5.16)
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for diagonal map [Q(y)u]k = Q(yk)uk and mτ = m1/|τ | ≥ 1.
Consider subdivisions τ = γ1 ∪ ...∪ γ`, β = σ0 ∪ ...∪ σ` with |σ0| ≥ 2− ` and

|γi| ≥ 1, |σi| ≥ 0 for i = 1, ..., `, ` ≥ 1. Then ∃K ∀n = 1, ..., `

‖δσ0[Q(y0)yγ1,σ1
...yγn,σn −Q(x0)xγ1,σ1

...xγn,σn]uγn+1,σn+1
...uγ`,σ`‖`mτ (cτ,β) ≤

≤ K(1 + ‖y0‖`2(a) + ‖x0‖`2(a))
k+1

n∏
j=1

(1 + ‖yγj ,σj‖`mγj (cγj,σj )
+ ‖xγj ,σj‖`mγj (cγj,σj )

)×

×{‖y0 − x0‖`2(a) +
n∑
j=1

‖yγj ,σj − xγj ,σj‖`mγj (cγj,σj )
}

∏̀
j=n+1

‖uγj ,σj‖`mγj (cγj,σj )
(5.17)

where δσ0
k =

∏
j∈σ0

δjk is a product of Kronnecker symbols and vector

[δσ0Q(y0)yγ1,σ1
...yγn,σnuγn+1,σn+1

...uγ`,σ`]k =

= δσ0
k Q(y0

k)yk;γ1,σ1
...yk;γn,σnuk;γn+1,σn+1

...uk;γ`,σ`

Proof. Inequalities (5.15) and (5.16) simply follow from estimate

‖ [Q(y)−Q(x)]u‖m`m(c) ≤ Km ∑
k∈ZZd

ck|(yk − xk)(1 + |yk|+ |xk|)kuk|m ≤

≤ Km(
∑
k∈ZZd

ck

a
k+1

2 m
k

|uk|m) ‖y − x‖m`2(a)(1 + ‖y‖`2(a) + ‖x‖`2(a))
mk

To prove (5.17) first remark that

‖δσ0Q(y0)yγ1,σ1
...yγ`,σ` − δσ0Q(x0)xγ1,σ1

...xγ`,σ`‖`mτ (cτ,β) ≤

≤ ‖δσ0[Q(y0)−Q(x0)]yγ1,σ1
...yγ`,σ`‖`mτ (cτ,β)+ (5.18)

+
∑̀
j=1

‖δσ0Q(x0)xγ1,σ1
...xγj−1,σj−1

(yγj ,σj − xγj ,σj)yγj+1,σj+1
...yγ`,σ`‖`mτ (cτ,β) (5.19)

Using hierarchy (3.7) we estimate (5.18)

(5.18)mτ = ‖δσ0[Q(y0)−Q(x0)]yγ1,σ1
...yγ`,σ`‖

mτ

`mτ (cτ,β) ≤

≤ Kmτ
∑
k∈ZZd

δσ0
k ck;τ,β|(y0

k − x0
k)(1 + |y0

k|+ |x0
k|)kyk;γ1,σ1

...yk;γ`,σ`|mτ ≤

≤ Kmτ‖y0 − x0‖mτ

`2(a)(1 + ‖y0‖`2(a) + ‖x0‖`2(a))
kmτ •

•
∑
k∈ZZd

δσ0
k ck;τ,βa

−k+1
2 mτ

k

∏̀
j=1

(|yk;γj ,σj |
mγj )|γj |/|τ | ≤

≤ KmτK1/|τ |
c ‖y0 − x0‖mτ

`2(a)(1 + ‖y0‖`2(a) + ‖x0‖`2(a))
kmτ •
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•
∑
k∈ZZd

∏̀
j=1

(ck;γj ,σj |yk;γj ,σj |
mγj )|γj |/|τ | ≤

≤ KmτK1/|τ |
c ‖y0 − x0‖mτ

`2(a)(1 + ‖y0‖`2(a) + ‖x0‖`2(a))
kmτ

∏̀
j=1

‖yγj ,σj‖
mτ

`mγj (cγj,σj )

(5.20)
In analogous way we have

(5.19)mτ = ‖δσ0Q(x0)xγ1,σ1
...xγj−1,σj−1

(yγj ,σj − xγj ,σj)yγj+1,σj+1
...yγ`,σ`‖

mτ

`mτ (cτ,β) ≤

≤ Kmτ (1 + |Q(0)|)mτK1/|τ |
c (1 + ‖x0‖`2(a))

(k+1)mτ‖yγj ,σj − xγj ,σj‖
mτ

`mγj (cγj,σj )
•

•(
j−1∏
i=1

‖xγi,σi‖
mτ

`mγi (cγi,σi)
)(

∏̀
i=j+1

‖yγi,σi‖
mτ

`mγi (cγi,σi)
) (5.21)

Estimate (5.17) follows from (5.20), (5.21) with yγj ,σj = xγj ,σj = uγj ,σj for j =
n + 1, ..., ` and by enlarging (where necessary) the multiplicators and powers.

Lemma 5.6. Let vectors {cτ,β} ⊂ IP fulfill hierarchy (3.7). Then ∀x0 ∈ `2(a)
∀u ∈ Jcyl ∀ ε ∈ IR1 there is a set of unique strong solutions IDβξετ(t, x

0, u) in
the scale of spaces {`mγ

(cγ,σ)}γ⊂τ,σ⊂β, mγ = m1/|γ|, to system

∀ |β| ≥ 0 IDβξεk,τ(t) = x̃k;τ,β−
∫ t

0
{(F ′(ξε∅)+B)IDβξετ}kds−

∫ t

0
ϕεk;τ,β(s)ds (5.22)

with x̃τ,β ≡ 0, |β| ≥ 1, x̃τ,∅ = x̃τ (2.7), ξε∅
df
= ξε(t, x0, u) introduced in (5.1) and

ϕεk;τ,β(t) =
∑

γ1 ∪ ... ∪ γ` = τ
|γi| ≥ 1, ` ≥ 1

∑
σ0 ∪ ... ∪ σ` = β
|σ0| ≥ 2− `, |σi| ≥ 0

t|σ0|δσ0
k F

(`+|σ0|)(ξεk,∅)ID
σ1ξεk,γ1

...IDσ`ξεk,γ`

(5.23)
In particular case at ε = 0 the process IDβξετ(t, x

0, u)|ε=0 gives a solution IDβξτ(t, x
0)

to (3.5) and there is a connection

IDβξετ(t, x
0, u, ω) = IDβξτ(t, x

0, ω• + ε
∫ •

0
usds) (5.24)

Moreover ∀R > 0 ∃KR ∈ ∩p≥1 L
p(Ω,P) and polynomial P such that for all

x0, y0 ∈ `2(a), u1, u2 ∈ Jcyl

sup
|ε|≤ε0

sup
t∈[0,T ]

‖IDβξετ(t, x
0, u)‖`mτ (cτ,β) ≤ KR(ω)P (ε0

∫ T

0
‖us‖2

`2(a)ds) (5.25)

sup
|ε|≤ε0

sup
t∈[0,T ]

‖IDβξετ(x
0, u1)− IDβξετ(y

0, u2)‖
`mτ (a

k+1
2 m1cτ,β)

≤

≤ KR(ω)(‖x0−y0‖2
`2(a) +ε2

0

∫ T

0
‖u1

s−u2
s‖2
`2(a)ds)

1/2P (ε0

∫ T

0
‖u1

s‖2
`2(a) +‖u2

s‖2
`2(a)ds)

(5.26)
uniformly on max(‖x0‖`2(a), ‖y0‖`2(a), ‖x̃γ,∅‖`mγ (cγ,∅), γ ⊂ τ) ≤ R.
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Proof. The strong solvability of linear equation (5.22) for initial data x̃τ,β ∈
∩

p≥1,c∈IP
`p(c) can be easily obtained with application of Kato criterions [20, 21,

22, 23, 24, 19]. The similar procedure was already done in [3]. In analogue to
Theorem 3.1 [3] it is sufficient to show that inhomogeneous part

ϕετ,β ∈ C([0, T ], `mτ
(cτ,β)) ∩ L∞([0, T ], `mτ

(dcτ,β)) with dk = a
−k+1

2 m1

k

It is proved by induction with application of pathwise continuity of process
ξε(t, x0, u) (Lemma 5.1) and Lemma 5.5 instead of Proposition 3.3 in [3]. As a
result the solutions to system (5.22) fulfill P a.e.

IDβξετ ∈ C([0, T ], `mτ
(cτ,β)) ∩ L∞([0, T ], `mτ

(dcτ,β)) (5.27)

possess strong `mτ
(cτ,β) derivatives

d

dt
IDβξετ(t, x

0) a.e. on [0, T ] and have repre-

sentations [3, (3.12)]

IDβξτ(t, x
0) = −

∫ t

0
Uω
x0(t, s)ϕτ,β(s)ds (5.28)

in the terms of Ft adapted evolution system Uω
x0(t, s), 0 ≤ s ≤ t, generated by

F ′(ξ0(t, x0, ω)) +B, which fulfills estimate

sup
t∈[0,T ]

‖Uω
x0(t, s)‖L(`p(c)) ≤ exp(T‖B‖L(`p(c))) (5.29)

Estimate (5.25) we prove by induction. Using F ′ ≥ 0, notation (3.17) and
inequality (3.20) we have

d

dt
‖IDβξετ(t)‖

mτ

`mτ (cτ,β) = mτ <
d

dt
IDβξετ , (ID

βξετ)
# >`mτ (cτ,β)≤

≤ (mτ‖B‖+mτ − 1)‖IDβξετ(t)‖
mτ

`mτ (cτ,β) + ‖ϕετ,β‖
mτ

`mτ (cτ,β) (5.30)

Representation of ϕετ,β (5.23) leads to

‖ϕετ,β‖`mτ (cτ,β) ≤
∑
{γ,σ}

t|σ0|‖δσ0F (`+|σ0|)(ξε∅)ID
σ1ξεγ1

...IDσ`ξεγ`‖`mτ (cτ,β) ≤

≤ K
∑
{γ,σ}

t|σ0|(1 + ‖ξε∅‖`2(a))
k+1 ∏̀

j=1

(1 + ‖IDσjξεγj‖`mγj (cγj,σj )
) (5.31)

where we used Lemma 5.5 (5.17). The inductive assumption and property (5.3)
applied to (5.30), (5.31) give the required estimate (5.25). We also used that
IDβξετ(0) = x̃τ,β (5.22) and for inductive base ϕε{j},∅ ≡ 0.

Estimate (5.26). Introduce notations ξ1
τ = ξετ(x

0, u1), ξ2
τ = ξετ(y

0, u2). In
analog to (5.30) for x0, y0 ∈ `2(a) and u1, u2 ∈ Jcyl we have

d

dt
‖IDβξ1

τ − IDβξ2
τ‖

mτ

`mτ (d−1cτ,β) ≤ mτ‖B‖L(`mτ (d−1cτ,β))‖IDβξ1
τ − IDβξ2

τ‖
mτ

`mτ (d−1cτ,β)−
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−mτ < (IDβξ1
τ − IDβξ2

τ )
#, F ′(ξ1

∅)ID
βξ1
τ − F ′(ξ2

∅)ID
βξ2
τ >`mτ (d−1cτ,β) −

−mτ < (IDβξ1
τ − IDβξ2

τ )
#, ϕετ,β(x0, u1)− ϕετ,β(y0, u2) >`mτ (d−1cτ,β)≤

≤ (mτ‖B‖+ 2(mτ − 1))‖IDβξ1
τ − IDβξ2

τ‖
mτ

`mτ (d−1cτ,β)+

+‖{F ′(ξ1
∅)− F ′(ξ2

∅)}IDβξ1
τ‖mτ + ‖ϕετ,β(x0, u1)− ϕετ,β(y0, u2)‖mτ (5.32)

Above we added and substracted term F ′(ξ2
∅)ID

βξ1
τ and used property F ′ ≥ 0

and inequality (3.20).
Lemma 5.5 (5.16) leads to the estimate on the first term in (5.32)

‖{F ′(ξ1
∅)− F ′(ξ2

∅)}IDβξ1
τ‖`mτ (d−1cτ,β) ≤ K‖ξ1

∅ − ξ2
∅‖`2(a)×

×(1 + ‖ξ1
∅‖`2(a) + ‖ξ2

∅‖`2(a))
k‖IDβξ1

τ‖`mτ (cτ,β) (5.33)

Lemma 5.5 (5.17) gives an estimate on the second term in (5.32)

‖ϕετ,β(x0, u1)− ϕετ,β(y0, u2)‖`mτ (d−1cτ,β) ≤
∑

γ1 ∪ ... ∪ γ` = τ
|γi| ≥ 1, ` ≥ 1

∑
σ0 ∪ ... ∪ σ` = β
|σ0| ≥ 2− `, |σi| ≥ 0

t|σ0|•

•‖δσ0F (`+|σ0|)(ξ1
∅)ID

σ1ξ1
γ1
...IDσ`ξ1

γ`
− δσ0F (`+|σ0|)(ξ2

∅)ID
σ1ξ2

γ1
...IDσ`ξ2

γ`
‖ ≤

≤ K
∑
γ,σ
{‖ξ1

∅ − ξ2
∅‖`2(a) +

∑̀
j=1

‖IDσjξ1
γj
− IDσjξ2

γj
‖`mγj (cγj,σj )

}•

•(1+‖ξ1
∅‖`2(a)+‖ξ2

∅‖`2(a))
k
•
∏̀
j=1

(1+‖IDσjξ1
γj
‖`mγj (cγj,σj )

+‖IDσjξ2
γj
‖`mγj (cγj,σj )

) (5.34)

where we used ‖•‖`mτ (d−1cτ,β) ≤ ‖•‖`mτ (cτ,β).
Substituting (5.33), (5.34) into (5.32) and using inductive assumption and

properties (5.25) and (5.2), (5.3) we obtain the required estimate (5.26). We
also applied that (IDβξ1

τ − IDβξ2
τ )|t=0 = 0.

Finally, the property (5.24) is a consequence of uniqueness of solutions to
(5.22) and corresponding relation between ξε(t, x0, u) and ξ0(t, x0) (Lemma 5.1).

Lemma 5.7. Let x0 ∈ `2(a), vectors {cτ,β} ⊂ IP be hierarchied by (3.7) and
IDβξτ denote the strong solutions in `mτ

(cτ,β) to equation (5.22) at ε = 0.
Then ∀u ∈ Jcyl there is a set of unique strong solutions DuID

βξτ(t, x
0) in

the scale of spaces `mτ
(a

k+2
2 m1cτ,β) to system

∀ |β| ≥ 0 DuID
βξk,τ(t) = −

∫ t

0
[(F ′(ξ0

k) +B)DuID
βξτ ]k −

∫ t

0
ψuk;τ,β(s)ds (5.35)

where
ψuk;τ,β = F ′′(ξ0

k)Duξ
0
kID

βξk,τ+
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+
∑
{γ,σ}

t|σ0|δσ0
k F

(`+|σ0|+1)(ξ0
k)Duξ

0
k ID

σ1ξk,γ1
...IDσ`ξk,γ`+ (5.36)

+
∑
{γ,σ}

∑̀
j=1

t|σ0|δσ0F (`+|σ0|)(ξ0
k)ID

σ1ξk,γ1
...(DuID

σjξk,γj)...ID
σ`ξk,γ`

The summation
∑
{γ,σ} is like in (5.23).

Moreover, ∀R > 0 ∃KR ∈ ∩p≥1 L
p(Ω,P) such that

sup
t∈[0,T ]

‖DuID
βξτ(t, x

0)‖
`mτ (a

k+2
2 m1cτ,β)

≤ KR(ω)(
∫ T

0
‖us‖2

`2(a)ds)
1/2 (5.37)

uniformly on max(‖x0‖`2(a), ‖x̃γ,∅‖`mγ (cγ,∅), γ ⊂ τ) ≤ R.

Proof. The strong solvability of linear equation (5.35) is obtained with appli-
cation of Kato criterions [20, 21, 22, 23, 24, 19]. Like in Lemma 5.6, following
the scheme of Theorem 3.1 in [3] it is sufficient to show that the inhomogeneous
part

ψuτ,β ∈ C([0, T ], `mτ
(a

k+2
2 m1cτ,β)) ∩ L∞([0, T ], `mτ

(am1/2cτ,β)) (5.38)

As a consequence there is a set of unique Ft adapted strong solutions to equation

(5.35) in the scale `mτ
(a

k+2
2 m1cτ,β) which fulfill P a.e. property

DuID
βξτ ∈ C([0, T ], `mτ

(a
k+2

2 m1cτ,β)) ∩ L∞([0, T ], `mτ
(am1/2cτ,β)) (5.39)

possess strong `mτ
(a

k+2
2 m1cτ,β) derivatives

d

dt
DuID

βξτ a.e. on [0, T ] and have

representations like [3, (3.12)]

DuID
βξτ(t, x

0, ω) = −
∫ t

0
Uω
x0(t, s)ψuτ,β(s, x0)ds (5.40)

in terms of Ft adapted evolution system Uω
x0(t, s), 0 ≤ s ≤ t, generated by

F ′(ξ0(t, x0, ω)) +B.
Property (5.38) is proved inductively like in [3, Th.3.1] with additional ap-

plication of inequality

∀ k ∈ ZZd |Duξ
0
k(t, x

0)| ≤ 1
√
ak
‖Duξ

0(t, x0)‖`2(a) (5.41)

and pathwise continuity of Duξ
0 (Lemma 5.2). Indeed, for the first term in

(5.36)

sup
t∈[0,T ]

‖F ′′(ξ0)Duξ
0IDβξτ‖`mτ (am1/2cτ,β) ≤ sup

t∈[0,T ]
‖Duξ

0‖`2(a)‖F ′′(ξ0)IDβξτ‖`mτ (cτ,β) ≤

≤ K sup
t∈[0,T ]

‖Duξ
0(t)‖`2(a)(1 + ‖ξ0(t)‖`2(a))

k+1‖IDβξτ(t)‖`mτ (dcτ,β) <∞ (5.42)

where we used (5.41), Lemma 5.5 (5.15), property (5.27) with dk = a
−k+1

2 m1

k

and the pathwise continuity of processes ξ0, Duξ
0.
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Property ψuτ,β ∈ L∞ (5.38) follows from (5.42) and analogous estimate on
second and third terms in (5.36), where one should use Lemma 5.5 (5.17) and
inductive assumption (5.40) on DuID

σξγ, σ ⊂ β, γ ⊂ τ . A simple modification
with additional use of inequality

∀ k ∈ ZZd |Duξ
0(t)−Duξ

0(s)| ≤ 1√
t
‖Duξ

0(t)−Duξ
0(s)‖`2(a)

and pathwise continuity of process Duξ
0 (Lemma 5.2) leads to ψuτ,β ∈ C (5.38)

and finishes the inductive proof of (5.38), because for inductive base ψu{j},∅ ≡ 0.

Estimate (5.37) we prove inductively

d

dt
‖DuID

βξτ‖mτ

`mτ (a
k+2

2 m1cτ,β)

= mτ <
d

dt
DuID

βξτ , (DuID
βξτ)

# >≤

≤ (mτ‖B‖+K|τ |,|β|)‖DuID
βξτ‖mτ

`mτ (a
k+2

2 m1cτ,β)

+ ‖F ′′(ξ0)Duξ
0 IDβξτ‖mτ

`mτ (a
k+2

2 m1cτ,β)

(5.43)

+
∑
{γ,σ}

t|σ0|mτ‖δσ0F (`+|σ0|+1)(ξ0)Duξ
0IDσ1ξγ1

...IDσ`ξγ`‖
mτ

`mτ (a
k+2

2 m1cτ,β)

+ (5.44)

+
∑
{γ,σ}

∑̀
j=1

t|σ0|mτ‖δσ0F (`+|σ0|)(ξ0)IDσ1ξγ1
...(DuID

σjξγj)...ID
σ`ξγ`‖

mτ

`mτ (a
k+2

2 m1cτ,β)

(5.45)
Above we used the monotonicity of map F and (3.20).

To estimate (5.43) we remark that property (5.7) implies

∀ k ∈ ZZd sup
t∈[0,T ]

|Duξ
0
k(t, x

0)| ≤ 1
√
ak
eMT/2(

∫ T

0
‖us‖2

`2(a)ds)
1/2 (5.46)

Using (5.46), Lemma 5.5 (5.15) and (5.3), (5.25) at ε0 = 0 we have

sup
t∈[0,T ]

‖F ′′(ξ0(t))Duξ
0(t)IDβξτ(t)‖

`mτ (a
k+2

2 m1cτ,β)

≤

≤ eMT/2(
∫ T

0
‖us‖2

`2(a)ds)
1/2‖F ′′(ξ0)IDβξτ‖

`mτ (a
k+1

2 m1cτ,β)

≤

≤ KeMT/2(
∫ T

0
‖us‖2

`2(a)ds)
1/2(1 + ‖ξ0‖`2(a))

k+1‖IDβξτ‖`mτ (cτ,β) ≤

≤ KR(ω)(
∫ T

0
‖us‖2

`2(a)ds)
1/2

Estimation of (5.44), (5.45) is done by application of (5.46), Lemma 5.5 (5.17),
inductive assumption (5.37) and (5.3), (5.25) at ε0 = 0.

Finally (5.43)-(5.45) transforms to

d

dt
‖DuID

βξτ‖mτ ≤ K ′‖DuID
βξτ‖mτ +KR(ω)(

∫ T

0
‖us‖2

`2(a)ds)
mτ/2

which by DuID
βξτ |t=0 = 0 leads to (5.37). We used ψu{j},∅ ≡ 0 for inductive

base.
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Lemma 5.8. Let vectors {cτ,β} ⊂ IP satisfy hierarchy (3.7). Then ∀u ∈ Jcyl
the solutions IDβξετ , DuID

βξτ to equations (5.22), (5.35) fulfill estimate: ∀R >
0 ∃Ku,R ∈ ∩p≥1 L

p(Ω,P) such that

sup
|ε|≤ε0

sup
t∈[0,T ]

‖ID
βξετ − IDβξτ

ε
−DuID

βξτ‖
`mτ (a

2k+3
2 m1cτ,β)

≤ ε0Ku,R(ω) (5.47)

uniformly on max(‖x0‖`2(a), ‖x̃γ,∅‖`mγ (cγ,∅), γ ⊂ τ) ≤ R.

Proof. Denote by ξ∅ = ξ0(t, x0), ξε∅ = ξε(t, x0, u) and

∆τ,β(t) =
IDβξετ − IDβξτ

ε
−DuID

βξτ

Then
d

dt
‖∆τ,β(t)‖mτ

`mτ (a
2k+3

2 m1cτ,β)

= mτ <
d

dt
∆τ,β,∆

#
τ,β >

`mτ (a
2k+3

2 m1cτ,β)

≤

≤ mτ‖B‖ · ‖∆τ,β‖mτ

`mτ (a
2k+3

2 m1cτ,β)

−mτ < Υ,∆#
τ,β >

`mτ (a
2k+3

2 m1cτ,β)

(5.48)

where

Υ =
1

ε
F ′(ξ•∅)ID

βξ•τ

ε

0

− F ′(ξ∅)DuID
βξτ − F ′′(ξ∅)Duξ∅ID

βξτ+

+
∑
γ,σ
t|σ0|δσ0{1

ε
F (`+|σ0|)(ξ•∅)ID

σ1ζ•γ1
...IDσ`ζ•γ`

ε

0

−

−F (`+|σ0|+1)(ξ∅)Duξ∅ID
σ1ξγ1

...IDσ`ξγ`−

−
∑̀
j=1

F (`+|σ0|)(ξ∅)ID
σ1ξγ1

...(DuID
σjξγj)...ID

σ`ξγ`}

and summation
∑
γ,σ is like in (5.23), (5.35). Using formula

f(y0, .., y`)− f(x0, ..., x`) =
∑̀
j=0

∂jf(~x)(yi − xi)+

+
∑̀
j=0

∫ 1

0
[∂if(~x+ λ(~y − ~x))− ∂jf(~x)](yi − xi)dλ

and notation ζλτ = ξτ +λ(ξετ − ξτ) with corresponding sense of derivatives IDβζλτ
we rewrite expression Υ in the form

Υ = F ′(ξ∅)∆τ,β + F ′′(ξ∅)∆∅,∅ID
βξτ+ (5.49)

+
∫ 1

0
F ′′(ζ•∅)ID

βζ•τ

λ

0

ξε∅ − ξ∅
ε

dλ+
∫ 1

0
F ′(ζ•∅)

λ

0

IDβξετ − IDβξτ
ε

dλ+ (5.50)

+
∑
γ,σ
t|σ0|δσ0F (`+|σ0|+1)(ξ∅)∆∅,∅ID

σ1ξγ1
...IDσ`ξγ`+ (5.51)
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+
∑
γ,σ

∑̀
j=1

F (`+|σ0|)(ξ∅)ID
σ1ξγ1

...(∆γj ,σj)...ID
σ`ξγ`+ (5.52)

+
∑
γ,σ

∫ 1

0
F (`+|σ0|+1)(ζ•∅)ID

σ1ζ•γ1
...IDσ`ζ•γ`

λ

0

ξε∅ − ξ∅
ε

dλ+ (5.53)

+
∑
γ,σ

∑̀
j=1

∫ 1

0
F (`+|σ0|)(ζ•∅)ID

σ1ζ•γ1
...(

IDσjξεγj − ID
σjξγj

ε
)...IDσ`ζ•γ`

λ

0

dλ (5.54)

Using the monotonicity of F : F ′ ≥ 0 we continue (5.48)

d

dt
‖∆τ,β(t)‖mτ

`mτ (a
2k+3

2 m1cτ,β)

≤ (mτ‖B‖+ const)‖∆τ,β(t)‖mτ

`mτ (a
2k+3

2 m1cτ,β)

+

+‖(5.49)2‖mτ

`mτ (a
2k+3

2 m1cτ,β)

+ ...+ ‖(5.54)‖mτ

`mτ (a
2k+3

2 m1cτ,β)

(5.55)

where notation (5.49)2 means the second term in (5.49). To estimate (5.49)2

we use coordinate form of (5.12)

∀ k ∈ ZZd sup
|ε|≤ε0

sup
t∈[0,T ]

|∆∅,∅(t)| ≤ ε0a
−k+2

2
k Ku,R(ω) (5.56)

and Lemma 5.5 (5.15)

‖(5.49)2‖ = ‖F ′′(ξ∅)∆∅,∅IDβξτ‖
`mτ (a

2k+3
2 m1cτ,β)

≤

≤ ε0Ku,R(ω)‖F ′′(ξ∅)IDβξτ‖
`mτ (a

k+1
2 m1cτ,β)

≤

≤ ε0K
′
u,R(ω)(1 + ‖ξ∅‖`2(a))

k+1‖IDβξτ‖`mτ (cτ,β) ≤ ε0Ku,R(ω) (5.57)

where at last step we used (5.3) and (5.25) at ε0 = 0.
Estimation of (5.50)1 is done in a similar way with application of coordinate

form of (5.2) with x0 = y0 and u2 = 0

‖(5.50)1‖ ≤ sup
λ∈[0,1]

‖F ′′(ζ•)IDβζ•τ

λ

0

ξε∅ − ξ∅
ε
‖
`mτ (a

2k+3
2 m1cτ,β)

≤

≤ eMT/2(
∫ T

0
‖us‖2

`2(a)ds)
1/2‖F ′′(ζ•∅)IDβζ•τ

λ

0

‖
`mτ (a(k+1)m1cτ,β)

≤

≤ KeMT/2(
∫ T

0
‖us‖2

`2(a)ds)
1/2(1 + ‖ξ∅‖`2(a) + ‖ζλ∅ ‖`2(a))

k+1
•

•(1 + ‖IDβξτ‖
`mτ (a

k+1
2 m1cτ,β)

+ ‖IDβζλτ ‖
`mτ (a

k+1
2 m1cτ,β)

)•

•{‖ζλ∅ − ξ∅‖`2(a) + ‖IDβζλτ − IDβξτ‖
`mτ (a

k+1
2 m1cτ,β)

} ≤ ε0Ku,R(ω) (5.58)

where we successively used Lemma 5.5 (5.15),(5.16), estimates (5.2), (5.3) and
(5.25), (5.26) with x0 = y0.
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Estimate of (5.50)2 is simple from Lemma 5.5 (5.15)

‖(5.50)2‖ ≤ sup
λ∈[0,1]

‖F ′(ζ•∅)
λ

0

IDβξετ − IDβξτ
ε

‖
`mτ (a

2k+3
2 m1cτ,β)

≤

≤ sup
λ∈[0,1]

K‖ζλ∅ − ξ∅‖`2(a)(1 + ‖ζλ∅ ‖`2(a) + ‖ξ∅‖`2(a))
k
•

•‖ID
βξετ − IDβξτ

ε
‖
`mτ (a

k+1
2 m1cτ,β)

≤ ε0Ku,R(ω) (5.59)

where at last step we applied (5.2), (5.3) and (5.26) with x0 = y0.
To estimate each term in (5.51) we use Lemma 5.5 (5.17) and (5.56)

‖(5.51)‖ = ‖δσ0F (`+|σ0|+1)(ξ∅)∆∅,∅ID
σ1ξγ1

...IDσ`ξγ`‖
`mτ (a

2k+3
2 m1cτ,β)

≤

≤ ε0Ku,R(ω)‖δσ0F (`+|σ0|+1)(ξ∅)ID
σ1ξγ1

...IDσ`ξγ`‖
`mτ (a

k+1
2 m1cτ,β)

≤

≤ ε0Ku,R(ω)(1 + ‖ξ∅‖`2(a))
k+1 ∏̀

j=1

(1 + ‖IDσjξγj‖`mγj (cγj,σj )
) ≤ ε0Ku,R(ω) (5.60)

where we also applied ‖•‖
`mτ (a

k+1
2 m1cτ,β)

≤ ‖•‖`mγj (cγj,σj )
, (2.5), (5.25) and that

the weights {ak+1
2 m1cγ,σ}γ⊂τ,σ⊂β fulfills hierarchy (3.7).

The estimate of (5.52) is done by Lemma 5.5 (5.17) and inductive assumption
(5.47) for {γ, σ} ⊂ {τ, β}

‖(5.52)‖ = ‖F (`+|σ0|)(ξ∅)ID
σ1ξγ1

...(∆γj ,σj)...ID
σ`ξγ`‖

`mτ (a
2k+3

2 m1cτ,β)

≤

≤ K(1 + ‖ξ∅‖)k+1‖∆γj ,σj‖
`mγj (a

2k+3
2 m1cγj,σj )

•

•
∏̀

i=1,i6=j
(1 + ‖IDσiξγi‖

`mγi (a
2k+3

2 m1cγi,σi)

) ≤ ε0Ku,R(ω) (5.61)

where we also applied (2.5) and (5.25).
Expression (5.53) we estimate by Lemma 5.5 (5.17) and coordinate form of

inequality (5.2) with x0 = y0, u2 = 0

‖(5.53)‖ ≤ sup
λ∈[0,1]

‖F (`+|σ0|+1)(ζ•∅)ID
σ1ζ•γ1

...IDσ`ζ•γ`

λ

0

ξε∅ − ξ∅
ε
‖
`mτ (a

2k+3
2 m1cτ,β)

≤

≤ eMT/2(
∫ T

0
‖us‖2

`2(a)ds)
1/2 sup

λ∈[0,1]
‖F (`+|σ0|+1)(ζ•∅)ID

σ1ζ•γ1
...IDσ`ξ•γ`

λ

0

‖
`mτ (a(k+1)m1cτ,β)

≤

≤ KeMT/2(
∫ T

0
‖us‖2

`2(a)ds)
1/2 sup

λ∈[0,1]
(1 + ‖ζλ∅ ‖`2(a) + ‖ξ∅‖`2(a))

k
•

•
∏̀
j=1

(1 + ‖IDσjξγj‖`mγj (a(k+1)m1cγj,σj )
+ ‖IDσjζγj‖`mγj (a(k+1)m1cγj,σj )

)•
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•{‖ζλ∅ − ξ∅‖`2(a) +
∑̀
j=1

‖IDσjξγj − IDσjζλγj‖`mγj (a(k+1)m1cγj,σj )
} ≤ ε0Ku,R(ω) (5.62)

We applied (5.2), (5.3), (5.25) and (5.26) and ‖•‖
`mγ (a(k+1)m1cγ,σ)

≤ ‖•‖
`mγ (a

k+1
2 m1cγ,σ)

.

Finally the estimation of (5.54) follows from Lemma 5.5 (5.17) and inequality
(5.26) with x0 = y0 and u2 = 0

‖(5.54)‖ ≤ sup
λ∈[0,1]

‖F (`+|σ0|)(ζ•∅)ID
σ1ζ•γ1

...
IDσjξεγj − ID

σjξγj
ε

...IDσ`ζ•γ`

λ

0

‖
`mτ (a

2k+3
2 m1cτ,β)

≤

≤ K sup
λ∈[0,1]

(1 + ‖ζλ∅ ‖`2(a) + ‖ξ∅‖`2(a))
k+1

•

•
∏̀

i=1,i6=j
(1 + ‖IDσiζλγi‖

`mγi (a
2k+3

2 m1cγi,σi)

+ ‖IDσiξγi‖
`mγi (a

2k+3
2 m1cγi,σi)

)•

•{‖ζλ∅ − ξ∅‖`2(a) +
∑̀

i=1,i6=j
‖IDσiζλγi − ID

σiξγi‖
`mγi (a

2k+3
2 m1cγi,σi)

}•

•‖
IDσjξεγj − ID

σjξγj
ε

‖
`mγj (a

2k+3
2 m1cγj,σj )

≤ ε0Ku,R(ω) (5.63)

where at the last step we used (5.2), (5.3) and (5.25), (5.26).
Substituting estimates (5.57)-(5.63) into (5.55) and using that ∆τ,β|t=0 = 0

we have (5.47).

Lemma 5.9. ∀x0 ∈ `2(a) ∀u ∈ Jcyl ∀ k ∈ ZZd, τ, β ⊂ ZZd the coordinates
of solutions to equation (5.22) satisfy property IDβξk,τ(t, x

0) ∈ Dloc(Ω), ∀ |β| ≥
0, |τ | ≥ 1, t ∈ [0, T ]. Moreover ∀ j ∈ ZZd derivative DΓejID

βξk,τ in direction

Γej (3.1) coincides with the coordinate of strong solution IDβ∪{j}ξk,τ to equation
(5.22) and estimate (3.8) holds.

Proof. Formula (5.47) gives

lim
|ε|→0

E sup
t∈[0,T ]

|
IDβξεk,τ − IDβξk,τ

ε
−DuID

βξk,τ |p = 0, ∀ p ≥ 1, k ∈ ZZd (5.64)

By coordinate form of (5.25) and (5.37) we have that DuID
βξk,τ(t, x

0) is deriva-
tive of IDβξk,τ(t, x

0) in the sense of Definition 2.1 for u ∈ Jcyl.
Representations (5.9), (5.36) and inductive use of representation (5.40) give

DuID
βξk,τ(t, x

0, ω) =
∫ t

0

∑
j∈ZZd

[V τ,β
x0 (t, s)]kjuj,sds

with some Ft adapted function [V τ,β
x0 (t, s)]kj, 0 ≤ s ≤ t. The coordinate form

of estimate (5.37)

∀u ∈ Jcyl |DuID
βξk,τ(t, x

0)| ≤ KR(ω)

a
k+2

2 |τ |
k c

1/mτ

k;τ,β

(
∫ t

0
‖us‖2

`2(a)ds)
1/2
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implies that ∫ t

0
‖ [V τ,β

x0 (t, s)]k•‖2
`2(a−1)ds ≤

KR(ω)

a
k+2

2 |τ |
k c

1/mτ

τ,β

Therefore for DjID
βξk,τ(t, x

0)
df
=

∫ •
0 χs≤t[U

τ,β
x0 (t, s)]kjds

‖DjID
βξk,τ(t, x

0)‖2
H =

∫ t

0
| [V τ,β

x0 (t, s)]kj|2ds ≤
ajKR(ω)

a
k+2

2 |τ |
k c

1/mτ

k;τ,β

and we have representation (2.10) in the form

DuID
βξk,τ(t, x

0) =
∑
j∈Λu

< DjID
βξk,τ(t, x

0),
∫ •

0
us,jds >H

with DjID
βξk,τ(t, x

0) ∈ ∩p≥1 L
p(Ω,P,H). This implies IDβξk,τ ∈ Dloc(Ω).

Choosing u = Γej ∈ Jcyl in (5.64) and using property Duξ
0
k(t, x

0) = tδjk (2.16)

in the coefficients of equation (5.35) one has property DΓejID
βξk,τ = IDβ∪{j}ξk,τ .

Here the strong solutions to (5.22) are understood in any space `mτ
(zncτ,β),

n ∈ IN , for zk = a
k+1

2 m1

k due to the initial data x̃τ,β ∈ ∩
p≥1,c∈IP

`p(c).

To obtain estimate (3.8) we use representation (5.28), property (5.29) and
Lemma 5.5 (5.17)

‖IDβξτ(t, x
0)‖`mτ (cτ,β) ≤ teMt sup

s∈[0,T ]
‖ϕτ,β(s, x0)‖`mτ (cτ,β) ≤

≤ eMt ∑
γ,σ
t|σ0|+1‖δσ0F (`+|σ0|)(ξ0)IDσ1ξγ1

...IDσ`ξγ`‖`mτ (cτ,β) ≤

≤ KeMt ∑
γ,σ
t|σ0|+1(1 + ‖ξ0‖`2(a))

k+1 ∏̀
j=1

(1 + ‖IDσjξγj‖`mγj (cγj,σj )
) (5.65)

where summation
∑
γ,σ

was introduced in (3.6).

Suppose that for ∀σ ⊂ β, |σ| < |β| inequality (3.8) is proved. Then by
estimate (2.5) and inductive assumption we have

∀ t ∈ [0, T ] (5.65) ≤ eMtKR(ω)
∑
γ,σ
t|σ0|+1 t

∑`
j=1(|σj |+1) ≤ eMtKR(ω)t|β|+1

because |σ0|+
∑̀
j=1
|σj| = |β|. To finish the proof it remains to show the inductive

base at |β| = 1. By Lemma 5.5 (5.15) we have

‖IDkξτ(t)‖`mτ (cτ,{k}) ≤ teMt sup
s∈[0,T ]

‖ϕτ,{k}(s)‖`mτ (cτ,{k}) ≤

≤ teMt sup
s∈[0,T ]

‖
∑

γ1∪...∪γ`=τ,`≥2

sδ{k}F (`+1)(ξ0)ξγ1
...ξγ` + sδ{k}F ′′(ξ0)ξτ+

+
∑

γ1∪...∪γ`=τ,`≥2

∑̀
j=1

F (`)(ξ0)ξγ1
...(IDkξγj)...ξγ`‖`mτ (cτ,{k}) ≤
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≤ t2KR(ω)
∑
γ⊂τ
‖ξγ‖`mγ (cγ,∅) + tKR(ω)

∑
γ⊂τ,γ 6=τ

‖IDkξγ‖`mγ (cγ,{k}) (5.66)

At τ = {j}, j ∈ ZZd, i.e. |τ | = 1, we simply have from (5.66)

‖IDkξ{j}(t, x
0)‖`m1

(c{j},{k}) ≤ t2KR(ω)

Iterating (5.66) on |τ | ≥ 1 we have base of induction (3.8) at |β| = 1.
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