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ABSTRACT

In this paper we propose an approach to the investigation of smooth properties of not
strongly continuous semigroups, based on observation about the nature of corresponding system
in variations.

Quasi-contractive nonlinear estimates permit us to study the action of semigroups in spaces
of continuously differentiable functions and to achieve the smoothness of flows, generated by
non-Lipschitz (even locally) stochastic differential equations.
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1 Introduction.

The appearance of different type nonlinearities in coefficients of equation can to a great extent
influence the behaviour of solutions and usually requires relevant techniques, adopted to the
description of arising phenomenons.

There is a large class of semigroups, associated with operator parabolic Cauchy problems,
which does not permit the direct investigation by methods of classical semigroup theory, because
the property of strong continuity fails to hold. They correspond to the second order differential
operators of finite and infinite number of variables and have numerous applications as associated
with nonlinear stochastic differential equations with unbounded coefficients. Such semigroups
are known as Feller and the investigation of their regular properties in spaces of continuously
differentiable functions leads to the problem of smooth dependence with respect to the initial
data for solutions to stochastic differential equations.

In the case of globally Lipschitz coefficients with bounded derivatives the question of C∞

- smoothness of the stochastic flow and corresponding semigroup has been already solved due
to the elaboration of keen techniques, connected with direct treatment of system in variations
and fixed point arguments [10, 11, 16, 17, 19], stochastic analysis on Wiener space and subtle
properties of Ornstein-Uhlenbeck process [18], [31]-[34], [36]-[38], [40].

This paper is dedicated to the study of the smooth properties of semigroups, associated with
nonlinear SDE with coefficients, for which the Lipschitz property breaks even locally on balls.
Such semigroups has already formed an topic of steady interest in the theory of stochastic
differential equations and have a large domain of applications to the rigorous description of
lattice models in Statistical physics, see [9], [12]-[15], [20, 30, 35, 39] and references therein.

We describe a nonlinear technique, adopted to the investigation of C∞ smoothness of semi-
groups and associated stochastic flows with essentially non-Lipschitz coefficients. We aim to
show that a simple observation on the nature of system in variations enables to predict the
simultaneous behaviour of all variations in a quasi-contractive way.

Let’s explain the key idea in one-dimensional case. Consider semigroup

(Ptf)(x0) = Ef(ξ0(t, x0))

associated with non-Lipschitz SDE

ξ0(t, x0) = x0 +
∫ t

0
dWτ −

∫ t

0
F (ξ0(τ, x0))dτ

To obtain the smoothness of semigroup, i.e. to study its derivatives

∂(k)

(∂x0)k
(Ptf)(x0) =

∑
j1+...+js=k, s≥1

E{f (s)(ξ0(t, x0)) ξj1(t, x0)...ξjs(t, x0)}

we are to consider variations ξj(t, x) =
∂j

∂xj
ξ0(t, x), which solve associated nonlinear equations

ξi(t, x0) = xi −
∫ t

0
dσ

∑
j1+...+js=i, s≥1

F (s)(ξ0(σ, x0))ξj1(σ, x0)...ξjs(σ, x0) (1.1)

with x1 = 1 and xi = 0, i ≥ 2.
The key idea is that the behaviour of ith variation ξi is comparable with the behaviour of the

first variation ξ1 in the ith degree. This is connected with representation (1.1), where under
summation we find simultaneously the terms F ′(ξ0)ξi and F (i)(ξ0) [ ξ1 ]i for s = 1 and s = i.
Taking into account this observation we introduce a special nonlinear expression

ρ(ξ; t) = E
n∑
i=1

pi(ξ
0(t)) |ξi(t) |m1/i
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which in essentially nonlinear way interlaces different variations ξ(i) and is controlled by weights,
depending on initial solution ξ0. We note that ρ(ξ; t) does not permit the interpretation of norm
in some Banach space.

Under assumption that monotone function F has no more than polynomial growth

∃ k ≥ −1 ∀ i ≥ 1 |F (i)(x)− F (i)(y)| ≤ Ci|x− y|(1 + |x|+ |y|)k

we obtain a quasi-contractive nonlinear estimate on variations

∃M ∀ t ≥ 0 ρ(ξ; t) ≤ eMtρ(ξ; 0)

Quasi-contractive estimates and observation above permit us to investigate the smooth prop-
erties of semigroup Pt in the special scales of continuously differentiable functions. The topolo-
gies of these spaces depend on order of nonlinearity k and require the smaller growth for lower
derivatives of function, reflected in special hierarchy of weights in seminorms.

A more simple finite dimensional case of IRd is already studied in [5], the peculiarities of reg-
ularity problems for diffusion flows on manifolds are discussed in [6]. Similar estimates are also
valid for stochastic derivatives, they give possibility to obtain Malliavin calculus applications
for non-Lipschitz diffusion on non compact manifold [7] via a scheme of [4].

Paper consists of three parts. In second part we describe the problem, outline the general
scheme of paper and give main results: nonlinear estimate on variations and theorem about
preservance of spaces of continuously differentiable functions under the action of semigroup.

The third part is completely devoted to the proof of theorem on smooth properties of semi-
group. In Section 3.1 and 3.2 we study the variations of stochastic differential equations with
non-Lipschitz coefficients and prove their solvability and smooth dependence with respect to
the initial data. Section 3.3 provides an integral representation for derivatives of semigroup
along absolutely continuous paths. In Section 3.4 we show the quasi-contractive property of
semigroup in scales of continuously differentiable functions and end the proof of main theorem.
We also obtain ergodicity in derivatives for semigroup.

2 Main results: nonlinear quasi-contractive estimate and smooth
properties of discontinuous semigroups.

The investigation of properties of infinite-dimensional semigroups, which do not fulfill the stan-
dard assumption of strong continuity, makes a prevailing topic of this article. These semigroups
usually appear at consideration of the stochastic differential equations with unbounded coeffi-
cients and we apply nonlinear quasi-contractive estimates [3] to study the smooth properties of
such semigroup in spaces of continuously differentiable functions.

Consider the stochastic differential equation{
dξ0

k(t, x
0) = dWk(t)− {F (ξ0

k(t, x
0)) + (Bξ0(t, x0))k}dt

ξ0
k(0, x

0) = x0
k, k ∈ ZZd (2.1)

where, for probability space (Ω,F ,P) with filtration Ft, the process W (t) = {Wk(t)}k∈ZZd , t ≥ 0

is Ft – adapted Wiener process defined on Ω with values in `2(a) = `2(a, ZZd), and identity

covariance operator. The linear finite-diagonal map B : IRZZd → IRZZd is defined by

Bx = {
∑

j: |j−k|≤r0

b(k − j)xj}k∈ZZd

and the nonlinear map F : IRZZd 3 x −→ F (x) = {F (xk)}k∈ZZd ∈ IRZZd is generated by the C∞

monotone function F, F (0) = 0, which satisfies condition of polynomial growth on the infinity

∃ k ≥ −1 ∀ i ≥ 1 |F (i)(x)− F (i)(y)| ≤ Ci|x− y|(1 + |x|+ |y|)k (2.2)
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Note that for k > −1 the map F : IRZZd → IRZZd is non-Lipschitz even on balls in any space
`p(c) = `p(c, ZZ

d).

The questions on solvability of equations like (2.1) are profoundly studied [12]-[14], [30, 35,
39]. For example, for initial data x0 ∈ `

2(k+1)2(a) there is a unique strong solution, i.e. `2(a)-

continuous Ft adapted process ξ0(t, x0), which a.e. fulfils the integral form of equation (2.1),
ξ0 ∈ DF (`2(a)) and

∀ r ≥ 1 E sup
t∈[0,T ]

‖ξ0(t, x0)‖r`2(a) <∞ (2.3)

Furthermore, for x0 ∈ `2(a) there is a generalized solution, obtained as uniform on [0, T ]
P a.e. limit of strong solutions [13, 14]. Moreover, the associated not strongly continuous
(discontinuous) semigroup

(Ptf)(x0) = E(f(ξ0(t, x0))) (2.4)

corresponding to formal generator, given on cylinder test functions by

[Hµf ](·) =
1

2

∑
k∈ZZd
{−∂2

k + vk∂k}f(·) (2.5)

where ∂k =
∂

∂xk
and vk = F (xk)+

∑
j∈ZZd b(k−j)xj, is Feller in the space of bounded continuous

functions Cb(`2(a)).
In appendix we give a simple extension of some results [13, 14] to the case of pathwise

estimates on solutions ξ0 in spaces `m(a) ⊂ `2(a). These facts we use to prove the smoothness
of variations. Moreover, it is shown that the Banach space Lipr(`2(a)), r ≥ 0, equipped with
norm

‖f‖Lipr = sup
x∈`2(a)

|f(x)|
(1 + ‖x‖`2(a))r+1

+ (2.6)

+ sup
x,y∈`2(a)

|f(x)− f(y)|
‖x− y‖`2(a)(1 + ‖x‖`2(a) + ‖y‖`2(a))r

<∞

is preserved under the action of semigroup Pt.

The aim of this paper lies in the study of semigroup (2.4) in the subspaces of space Lipr(`2(a)),
formed by functions with continuous derivatives of first and higher orders. We need to write the
representation for derivatives of semigroup ∂τPtf , where τ = {k1, ..., km} and ∂τ = ∂|τ |/∂xk1 ...∂xkm .
Formula (2.4) leads to

∂τ (Ptf)(x0) =
m∑
s=1

∑
γ1∪...∪γs=τ

E < ∂(s)f(ξ0), ξγ1 ⊗ ...⊗ ξγs > (2.7)

where ∂(s)f = {∂γf}|γ|=s denotes the set of sth order partial derivatives of function and we used
notation

< ∂(s)f(ξ0), ξγ1 ⊗ ...⊗ ξγs >=
∑

j1,..,js∈ZZd
(∂{j1,...,js}f)(ξ0) ξj1,γ1 ...ξjs,γs

Vector ξτ = {ξk,τ}k∈ZZd is interpretated as a derivative of ξ0 with respect to the initial data
x0 = {x0

k}k∈ZZd
ξk,τ =

∂|τ |ξ0
k(t, x

0)

∂x0
jn ...∂x

0
j1

(2.8)

and is called below a τ th variation of ξ0. The equation on ξτ is derived by the formal successive
differentiation of (2.1) with respect to x0:

dξk,τ
dt

= −F ′(ξ0
k)ξk,τ −

∑
j: |j−k|≤r0

b(k − j)ξj,τ − ϕk,τ

ξk,τ (0) = xk,τ

(2.9)

where ϕk,τ = ϕk,τ (ξ
0, ξ·,γ, γ ⊂ τ, γ 6= τ)

ϕk,τ =
∑

γ1∪...∪γs=τ, s≥2

F (s)(ξ0)ξk,γ1 ...ξk,γs (2.10)
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In (2.10) the summation
∑
γ1∪..∪γs=τ, s≥2 runs on all possible subdivisions of the set τ = {j1, .., jn}

ji ∈ ZZd on the nonintersecting subsets γ1, .., γs ⊂ τ , with |γ1| + .. + |γs| = |τ |, s ≥ 2, |γi| ≥ 1.
The precise sense to expression (2.8) as a solution to (2.9) can be given only under the special
choice of initial data

x̃k,τ =

{
δk,j, |τ | = 1, τ = {j} ⊂ ZZd

0, |τ | > 1
(2.11)

We see, that the representation (2.7) gives the connection between the partial derivatives
of semigroup (2.4) and the behaviour of variations with respect to the initial data. To show
the preservance of spaces of continuously differentiable functions under the action of Feller
semigroup Pt we need to investigate the differentiability of ξ0(t, x0) with respect to x0 or study
its variations.

However

1. The coefficients of system (2.9) are controlled in essentially nonlinear manner by the solu-
tion ξ0 of initial equation.

2. With respect to ξτ system (2.9) is non-autonomous one with unbounded operator coeffi-
cients.

3. Due to (2.10) each variation is interlaced with lower rank variations in nonlinear inherently
multiplicative way.

4. To reconstruct the derivatives of semigroup it is necessary to guess the natural consent
topologies of solvability for equations in variations.

The main tool to treat the system in variations is provided by next Theorem, which gener-
alizes to stochastic case the results of [3]. As the evolution in time of ξτ shifts from zero-one
data x̃τ , we are to consider the case of arbitrary initial data. First we give the definition of
strong solution to system (2.9). In Theorem 3.1 we show the strong solvability of system (2.9)

in the sense of Definition 2.1 for xγ ∈ `mγ (dcγ), γ ⊂ τ , d ≥ a−
k+1

2
m1 .

Definition 2.1. The Ft adapted processes ξγ(t, x
0), γ ⊂ τ form strong solutions to the system

(2.9) in spaces `mγ (cγ), γ ⊂ τ iff ∀ γ ⊂ τ for P a.e. ω ∈ Ω the map [0, T ] 3 t → ξγ(t, x
0) ∈

`mγ (cγ) is Lipschitz continuous, ξk,γ(0, x
0) = xk,γ, k ∈ ZZd and for a.e. t ∈ [0, T ] ξγ(t, x

0) ∈
D`mγ (cγ)(F

′(ξ0(t, x0)) + B). Moreover, there is a strong `mγ (cγ) derivative dξγ(t, x
0)/dt a.e. on

[0, T ], equation (2.9) is satisfied in `mγ (cγ) a.e on [0, T ] and ∀x0 ∈ `2(a) ∀ q ≥ 1 ∀T > 0 ∀ γ ⊂ τ

E sup
t∈[0,T ]

‖ξγ(t)‖q`mγ (cγ) <∞ (2.12)

E sup
t∈[0,T ]

‖dξγ(t, x0)/dt‖q`mγ (cγ) <∞ (2.13)

Let us introduce the nonlinear expression:

ρτ (ξ; t) = E
n∑
s=1

{ps(zt)
∑

γ⊂τ, |γ|=s
‖ξγ‖mγ`mγ (cγ)} (2.14)

where τ = {j1, ..., jn}, ji ∈ ZZd, ps are polynomial functions depending on zt = ‖ξ0(t, x0)‖2
`2(a)

and mγ = m1/|γ|, |γ| is a number of points in set γ ⊂ ZZd. The set of all vectors c = {ck}k∈ZZd ,
such that δc = sup|k−j|=1 |ck/cj| <∞ we denote by IP .

Theorem 2.2. Let F satisfy (2.2), x0 ∈ `
2(k+1)2(a), tr a = 1, a ∈ IP , xγ ∈ `mγ (dcγ), γ ⊂ τ ,

d ≥ a−
k+1

2
m1, mγ = m1/|γ|, m1 ≥ |τ | and ξ0, {ξτ}γ⊂τ form the strong solutions to systems

(2.1), (2.9). Suppose that functions pi(z), i = 1, .., n and vectors {cγ}γ⊂τ ⊂ IP in (2.14) satisfy:
(1) ∃ ε > 0, ∃K > 0, such that ∀ z ∈ IR+

pi(z) ≥ ε & (1 + z)(|p′i(z)|+ |p′′i (z)|) ≤ Kpi(z) (2.15)
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(2) ∃Kp ∀ j = 2, .., n ∀ i1, .., is : i1 + ...+ is = j, s ≥ 2

pjj(z)(1 + z)
k+1

2
m1 ≤ Kp · pi1i1(z)...pisis(z) (2.16)

(3) for any subdivision of the set γ = α1∪ ..∪αs, γ ⊂ τ on nonempty nonintersecting subsets
γ1, .., γs, s ≥ 2 there is Rγ,α1,..,αs such that ∀ k ∈ ZZd

[ck,γ]
|γ|a
−k+1

2
m1

k ≤ Rγ,α1,..,αs [ck,α1 ]|α1|...[ck,αs ]
|αs| (2.17)

Then there is a constant M ∈ IR1, such that the nonlinear estimate of quasi-contractive
type holds

ρτ (ξ; t) ≤ eMtρτ (ξ; 0) (2.18)

Upper indexes mean the powers and the parameter k above is introduced in (2.2) and reflects
the order of nonlinearity of map F . In [3] it was shown that the set of vectors, which satisfy
condition (2.17), is sufficiently wide. In particular, for the weight {cτ} and arbitrary vector
d ∈ IP vector {d · cτ} also form a weight.

Proof. Introduce hiτ (ξ; t) =
i∑

s=1
E{ps(zt)

∑
γ⊂τ, |γ|=s

‖ξγ‖mγ`mγ (cγ)}, i ≥ 1 and zero at i = 0, where

zt = ‖ξ0(t, x0)‖2
`2(a). Then at i = n hnτ (ξ; t) = ρτ (ξ; t) and

hiτ (ξ; t) = hi−1
τ (ξ; t) +

∑
γ⊂τ, |γ|=i

gγ(t) (2.19)

with gγ(t) = E [ pi(z)‖ξγ(t)‖mγ`mγ (cγ) ]. We prove inductively that

∀ i = 0, .., n ∃Mi ∈ IR hiτ (ξ; t) ≤ eMithiτ (ξ; 0) (2.20)

which at i = n gives the statement of theorem. Base of induction at i = 0 is obvious. If for any
γ ⊂ τ, |γ| = i we prove

dgγ(t)

dt
≤ K1gγ(t) +K2h

i−1
τ (ξ; t) (2.21)

then due to the inductive assumption and representation (2.19) we obtain

hiτ (ξ; t) ≤ eMi−1thi−1
τ (ξ; 0)+

+
∑

γ⊂τ, |γ|=i
{eK1tgγ(0) +K2

∫ t

0
eK1(t−s)eMi−1shi−1

τ (ξ; 0)ds} ≤

≤ e(Mi−1+K1)t(1 + 2|τ |K2t)h
i
τ (ξ; 0) ≤ e(Mi−1+K1+2|τ |K2)thiτ (ξ; 0)

which gives (2.20). To prove (2.21) first note that Ito formula gives

pi(zt)‖ξγ(t)‖mγ`mγ (cγ) = pi(z0)‖ξγ(0)‖mγ`mγ (cγ) + 2
∫ t

0
p′i(zs)‖ξγ(s)‖

mγ
`mγ (cγ)(ξ

0(s), dW (s))+

+
∫ t

0
{mγpi(zs) <

dξγ(s)

ds
, [ξγ(s)]

# >`mγ (cγ) −‖ξγ‖mγ`mγ (cγ)(Hµp)(zs)}ds (2.22)

Here (x, y) =
∑
k∈ZZd akxkyk, < u, v# >`m(c)=

∑
k∈ZZd ckukvk · |vk|m−2 for v# = ‖v‖m−2

`m(c)Fv
with duality map F in space `m(c) and operator Hµ is introduced in (2.5). Estimates (2.3),

(3.61), (2.12), (2.13) and inequality |Hµp|(zt) ≤ Cp(zt)[M + K‖ξ0(t)‖2(k+1)
`
2(k+1)

(a)] guarantees the

integrability on [0, T ]× Ω of all expressions in (2.22). Therefore function gγ(t) is a.e. on [0, T ]
differentiable with derivative

dgγ(t)

dt
= mγE pi(zt) <

dξγ(t)

dt
, [ξγ(t)]

# > −E{‖ξγ(t)‖mγ ·`mγ (cγ) · [Hµpi](zt)} (2.23)
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Due to the inequality Hµpi(zt) ≥ −Mpipi(zt) (see [2],Hint 9) the second term in (2.23) is
estimated by Mpi · gγ(t). To estimate the first term we use Definition 2.1 of strong solution to
(2.9), property F ′(x) ≥ 0, x ∈ IR and boundedness of map B in any space `p(c), p ≥ 1, c ∈ IP .
Finally we apply inequality | < f, ξ# > | ≤ 1

m
‖f‖m`m(c) + m−1

m
‖ξ‖m`m(c) and obtain

mγ <
d

dt
ξγ(t), [ξγ]

# >= −mγ < (F ′(ξ0) +B)ξγ + ϕγ, [ξγ]
# >≤ (2.24)

≤ mγ‖B‖ ‖ξγ‖mγ`mγ (cγ) +mγ

∑
α1..αs

| < F (s)(ξ0)ξα1 ...ξαs , [ξγ]
# > | ≤

≤ (mγ‖B‖+ (mγ − 1)2|γ|
2

)‖ξγ‖mγ`mγ (cγ) +
∑
α1..αs

‖F (s)(ξ0)ξα1 ...ξαs‖
mγ
`mγ (cγ)

Therefore dgγ(t)

dt
≤ (mγ‖B‖L(`mγ (cγ)) + (mγ − 1)2|γ|

2

+Mpi)gγ(t)+

+
∑

α1∪...∪αs=γ, s≥2

Epi(‖ξ0‖2
`2(a)) ‖F (s)(ξ0)ξα1 ...ξαs‖

mγ
`mγ (cγ) (2.25)

Condition (2.2) on the function F gives

|F (s)(ξ0
k)| ≤ C(1 + |ξ0

k|)k+1 ≤ C · a−
k+1

2
k (1 + ‖ξ0(t)‖2

`2(a))
k+1

2

Thus each term in (2.25) is estimated from above by

CE
∑
k∈ZZd

ck,γa
−k+1

2
mγ

k pi(‖ξ0‖2
`2(a))(1 + ‖ξ0‖2

`2(a))
−k+1

2
mγ |ξk,α1 |mγ ...|ξk,αs|mγ (2.26)

Special choice of mγ = mα · |α|/|γ| gives the representation

|ξk,α1|mγ ...|ξk,αs|mγ = [|ξk,α1|mα1 ]|α1|/|γ|...[|ξk,αs |mαs ]|αs|/|γ|.

Properties (2.16) and (2.17) imply

(2.26) ≤ C KpRγ,α1..αsE
∑
k∈ZZd

s∏
i=1

{p|αi|(‖ξ0‖2
`2(a))ck,αi|ξk,αi |mαi}|αi|/|γ| (2.27)

Applying inequality |x1...xs| ≤ |x1|q1
q1

+ ...+ |xs|qs
qs

with qj = |γ|/|αj| we obtain

(2.27) ≤ C KpRγ,α1..αsE
s∑
j=1

|αj|
|γ|

p|αj |(‖ξ0‖2
`2(a)) ‖ξαj‖

mαj
`mαj (cαj ) ≤

≤ C KpRγ,α1,..,αsh
i−1
τ (ξ; t) (2.28)

In the last inequality we used that for subdivision α1 ∪ ... ∪ αs = γ, |γ| = i at s ≥ 2 we have
|αj| ≤ i− 1. Therefore (2.21) is proved with

K1 = 2Mpi + sup
γ⊂τ

(mγ‖B‖L(`mγ (cγ)) + (mγ − 1)2|γ|
2

), (2.29)

K2 = KpC 2|τ |
2

max
α1∪..∪αs=γ, γ⊂τ

Rγ,α1...αs (2.30)

see (2.25), (2.26) and (2.28).

Now we can discuss the structure of topologies in spaces, preserved under the action of
semigroup Pt. It is intrinsically determined by the structure of nonlinear estimate just proved
and essentially depends on the order of nonlinearity k of map F . The similar hierarchy, con-
nected with the special reduction of weights in seminorm, was already noticed in [2], where
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we’ve shown, that this hierarchy can not be avoided, if one wishes to have the quasi-accreative
property for semigroup generator.

Denote, for some m ∈ IN , by Θm the array of pairs {(p,G) : (p,G) ∈ Θm} where G =
G1 ⊗ ... ⊗ Gm is m-tensor constructed by vectors Gi ∈ IP , i = 1, ...,m and p is a smooth
function of polynomial behavior (2.15).

Definition 2.3. The array Θ = Θ1 ∪ ... ∪Θn, n ∈ IN , is a quasi-contractive with parameter k
iff ∀m = 2, ..., n ∀ (p,G) ∈ Θm and ∀ i, j ∈ {1, ...,m}, i 6= j, there is a pair (p̃, G̃) ∈ Θm−1 such
that it majorizes a pair

( (1 + z)
k+1

2 p(z), Ĝ{i,j}), i.e.

∃K : ∀ z ∈ IR1
+ (1 + z)

k+1
2 p̃(z) ≤ Kp(z)

(Ĝ{i,j})` ≤ K G̃`, ` = 1, ..,m− 1 (2.31)

Above (m− 1)-tensor Ĝ{i,j} is constructed from m-tensor G by the rule

Ĝ{i,j} = G1 ⊗ ....
î
⊗(A)−(k+1)GiGj

↑j
⊗..⊗Gm

Notation G1 ⊗ ....
î
⊗Gs means that in tensor product the ith - vector is omitted and G1 ⊗ .. ⊗

B
↑j
⊗..⊗Gs means that on jth - place in tensor product it is inserted vector B. Inequality (2.31)

is understood as a coordinate inequality between two vectors.
For multifunction of mth order u(m)(x) = {uτ (x), τ = {k1, ..., km}, ki ∈ ZZd}, x ∈ `2(a) we

introduce the seminorm

‖u(m)‖Θm = sup
x∈`2(a)

max
(pm,Gm)∈Θm

|||u(m)(x)|||Gm
pm(‖x‖2

`2(a))
(2.32)

with |||u(m)(x)|||2Gm =
∑

τ={j1...jm}⊂ZZd
G1
j1
...Gm

jm|uτ (x)|2 for Gm = G1 ⊗ ...⊗Gm.

Let r ≥ 0, n ≥ 1 and Θ = Θ1 ∪ ... ∪Θn be a quasi-contractive array with parameter k. We
say that f ∈ CΘ,r(`2(a)) iff f ∈ Lipr(`2(a)) and

1) There is a set of partial derivatives {∂(1)f, ..., ∂(n)f} such that for any m ∈ {1, ..., n}
the coordinates of multifunctions {∂(m)f(x)}j1...jm = ∂τf(x), τ = {j1, ..., jm} are continuous
∂τf ∈ C(`2(a), IR1) and ∀x0 ∈ `2(a), ∀h ∈ X∞([a, b]) it holds

f(x0 + h(·))
b

a

=
∫ b

a
ds

∑
k∈ZZd

∂kf(x0 + h(s))h′k(s) (2.33)

and ∀ τ = {j1, ..., j`}, |τ | = ` ≤ n− 1

∂τf(x0 + h(·))
b

a

=
∫ b

a
ds

∑
k∈ZZd

∂τ∪{k}f(x0 + h(s))h′k(s) (2.34)

2) The norm is finite

‖f‖CΘ,r
= ‖f‖Lipr + max

m=1,n
‖∂(m)f‖Θm <∞ (2.35)

Above
X∞([a, b]) = ∩

p≥1,c∈IP
AC∞([a, b], `p(c)) (2.36)

and AC∞([a, b], X) = {h ∈ C([a, b], X) : ∃h′ ∈ L∞([a, b], X} for Banach space X.

Remark. Definition of CΘ,r is not transparent at the first look and we would like to give some
comments. The structure of seminorm ‖ · ‖Θm and condition of quasi-contractivity of array Θ
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is actually dictated by the structure of nonlinear estimate and, as it will be seen, guarantees
the quasi-contractive property of semigroup Pt is scale CΘ,r.

For fixed ω ∈ Ω, t ∈ [0, T ] the map `2(a) 3 x0 → ξ0(ω, t, x0) ∈ `2(a) and its variations
{ξτ} have nonlinear responses with respect to initial data in representation of ∂τPtf (2.7). This
circumstance motivated us to give a sense (2.33), (2.34) to derivatives of function f ∈ CΘ,r.

Properties (2.35) and (2.33), (2.34) give in particular that for function f ∈ CΘ,r there exist
continuous partial derivatives up to order n ∂j1...jmf(x) = ∂|τ |f(x)/∂xj1 ...∂xjm , x = {xk}k∈ZZd
To show this one should take h(t) = tek, t ∈ [0, 1] in (2.33) and (2.34). Due to the finiteness of
norm ‖f‖CΘ,r

the r.h.s. of (2.33) and (2.34) are well-defined for any h ∈ X∞([a, b]).

Theorem below give the main result of paper about the preservance of CΘ,r under the action
of discontinuous Feller semigroup, defined by (2.4).

Theorem 2.4. Let F fulfill (2.2) and Θ be a quasi-contractive array with parameter k. Then
∀ t ≥ 0 : Pt : CΘ,r → CΘ,r and ∃KΘ,r, MΘ,r

∀ f ∈ CΘ,r ‖Ptf‖CΘ,r
≤ KΘ,re

MΘ,rt‖f‖CΘ,r

Proof. The remaining part of paper is dedicated to the proof of this theorem. In Sections
3.1 and 3.2 we conduct all necessary preparations about the equation in variations, including
their solvability, continuous and smooth dependence on initial data, and also obtain the integral
representations of variations with respect to nonlinear increments of initial data.

In Sections 3.3 and 3.4 we check the conditions of Definition 2.3 for semigroup. Moreover,
Theorem 3.10 gives the simple consequence of nonlinear estimate — ergodicity in derivatives.
Necessary facts on properties of initial SDE and the preservance of space Lipr(`2(a)) are given
in Appendix.

3 Proof of theorem on smooth properties of semigroup.

3.1 Strong solvability of the system in variations and continuity of variations with
respect to the initial data.

Here we construct the variations ξτ to give a rigorous sense to partial derivatives ∂τPtf (2.7).
The theorem below states the strong solvability of system in variations (2.9) and justifies a
priori nonlinear estimate (2.18).

Theorem 3.1. Let a ∈ IP , tr a = 1, vectors {cτ} satisfy (2.17), |τ | < m1, and d ∈ IP be

such that dk ≥ a
− (k+1)

2
m1

k ≥ 1. Denote Xγ = `mγ (cγ), Yγ = `mγ (dcγ), mγ = m1/|γ|, γ ⊂ τ .
Then ∀x0 ∈ `2(a) and ∀xγ ∈ Yγ, γ ⊂ τ we have that ∀ γ ⊂ τ there is a unique Ft — adapted
process

ξγ(t) ∈ C([0, T ], Xγ) ∩ L∞([0, T ], Yγ), P − a.e. ω ∈ Ω,

which gives a strong solution to the γth Cauchy problem (2.9) in the space Xγ. Moreover,
∃K(·, τ, R) ∈ Lp(Ω,P), p ≥ 1, such that

sup
t∈[0,T ]

‖ξγ(t, x0)‖Yγ ≤ K(ω, τ, R) (3.1)

with R = max(‖x0‖`2(a), ‖xγ‖Yγ , γ ⊂ τ).

The proof essentially uses the following propositions, first of which states the solvability of
non-autonomous equations [21]-[26] and the second one enables to work with multiplicative
structure of system in variations.

Proposition 3.2 [21],Th.2.1-2.3. Let Y ⊂ X be continuously imbedded reflexive Banach
spaces, operators A(t), A(t) ↑Y , t ∈ [0, T ] generate the strongly continuous semigroups in X
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and Y , ∀ t ∈ [0, T ] Y ⊂ DX(A(t)), and ∃λ ∀ t ∈ [0, T ]: ‖e−sA(t)‖L(X) ≤ eλs, ‖e−sA(t) ↑Y ‖L(Y ) ≤
eλs, s ≥ 0. Suppose that

A(·) ↑Y∈ C([0, T ],L(Y,X)) (3.2)

ϕ ∈ C([0, T ], X) ∩ L∞([0, T ], Y ) (3.3)

Then the Cauchy problem {
y′(t) = −A(t)y(t) + ϕ(t)
y(0) = y0, y0 ∈ Y

(3.4)

has a unique strong solution y ∈ C([0, T ], X) ∩ L∞([0, T ], Y ) which possesses the strong X -
derivative and fulfills (3.4) a.e. on t ∈ [0, T ]. It is represented in the form

y(t) = U(t, 0)y0 +
∫ t

0
U(t, s)ϕ(s)ds

with unique strongly continuous in X evolution system {U(t, s), 0 ≤ s ≤ t}, generated by
{A(t)}t∈[0,T ], such that ‖U(t, s)‖L(X) ≤ eλ(t−s), ‖U(t, s)‖L(Y ) ≤ eλ(t−s). Moreover, if {A(t)}t∈[0,T ]

and {Ã(t)}t∈[0,T ] are two families, which fulfill the assumptions above and generate evolution

systems U, Ũ respectively, then ∀ y ∈ Y

‖U(t, s)y − Ũ(t, s)y‖X ≤ |t− s|e2T (λ+λ̃)‖y‖Y sup
τ∈[s,t]

‖A(τ)− Ã(τ)‖L(Y,X) (3.5)

Proposition 3.3 [3], Prop.4.2 and 4.4. Let a ∈ IP , tr a = 1, |τ | < m1, vectors {cγ}γ⊂τ

satisfy (2.17) and d ∈ IP such that dk ≥ a
−k+1

2
m1

k . Denote Xγ = `mγ (cγ), Yγ = `mγ (dcγ),
mγ = m1/|γ|, γ ⊂ τ . Then for function Q, which satisfies ∃K |Q(x) − Q(y)| ≤ K|x −
y|(1 + |x| + |y|)k, ∀x, y ∈ IR1 the map `2(a) 3 ξ → Q(ξ) ∈ L(Yτ , Xτ ), [Q(ξ)u]k = Q(ξk)uk is
continuous and

∃C ∀ ξ, ζ ‖Q(ξ)‖L(Yτ ,Xτ ) ≤ C(1 + |Q(0)|)(1 + ‖ξ‖`2(a))
k+1 (3.6)

‖ [Q(ξ)−Q(ζ) ]u‖Xτ ≤ C‖ξ − ζ‖`2(a)(1 + ‖ξ‖`2(a) + ‖ζ‖`2(a))
k‖u‖Yτ (3.7)

Moreover, introduce {Q(ξ0)ξγ1 ... ξγn}k = Q(ξ0
k)ξk,γ1 ... ξk,γn , k ∈ ZZd for n ≥ 2, γ1 ∪ ... ∪ γn = τ

with the corresponding action of Q(ξ0)ξγ1 ... ξγ` in the space
n
⊗

i=`+1
Xγi . Then for any fixed

` = 1, .., n the map

`2(a)×
`
×
i=1

Xγi 3 (ξ0 , ξγ1 , .., ξγ`)→ Q(ξ0)ξγ1 ...ξγ` ∈ L(
n
⊗

i=`+1
Xγi , Xτ )

is continuous and the estimate holds

∃K ‖ [Q(ξ0)ξγ1 ...ξγ` −Q(ζ0)ζγ1 ...ζγ` ]uγ`+1
...uγn‖Xτ ≤

≤ K{1 + ‖ξ0‖`2(a) + ‖ζ0‖`2(a)}k+1
∏̀
i=1

[1 + ‖ξγi‖Xγi + ‖ζγi‖Xγi ]×

×{‖ξ0 − ζ0‖`2(a) +
∑̀
i=1

‖ξγi − ζγi‖Xγi}
n∏

i=`+1

‖uγi‖Xγi (3.8)

Proof of Theorem 3.1. We can view the system (2.9) as a family of nonautonomous
inhomogeneous equations, parameterized by ω ∈ Ω{

dξτ
dt

= −A(t)ξτ − ϕτ ,
ξτ (0) = xτ

(3.9)

with operator A(t) = A(ω, t, x0) = F ′(ξ0(ω, t, x0))+B and function ϕτ = ϕτ (ω, t, x
0) introduced

in (2.10). For any fixed ω ∈ Ω ∀x0 ∈ `2(a) ∀ t ∈ [0, T ] the operator A(ω, t, x0) generates the
strongly continuous semigroup in any space `p(c), c ∈ IP , p ≥ 1 with uniform on ω ∈ Ω, x0 ∈
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`2(a) constant λ = inft∈IR1 F ′(t) + ‖B‖L(`p(c)) = ‖B‖. This follows from m-monotonicity of

linear diagonal operator F ′(ξ)y = {F ′(ξk)yk}k∈ZZd for any ξ ∈ IRZZd and boundedness of map B
in any space `p(c), c ∈ IP , p ≥ 1 [8],p.158.

Pathwise continuity of ξ0 and estimate (3.7) with Q(·) = F ′(·)+B, ξ = ξ0(t, x0), ζ = ξ0(s, x0)
imply property (3.2), i.e. A(ω, ·, x0) ∈ C([0, T ],L(Yτ , Xτ )) and generates the evolution system
Uω
x0(t, s).

To construct the strong solutions to (3.9) we check condition (3.3) for ϕτ inductively on |τ |.
For |α| = 1, ϕα ≡ 0 and by Proposition 3.2 there is a unique finite variation process

ξα(ω, t, x0;xα) ∈ C([0, T ], Xα) ∩ L∞([0, T ], Yα), |α| = 1 (3.10)

which solves (3.9) and possesses representation ξα(t, x0;xα) = Uω
x0(t, 0)xα, |α| = 1.

Suppose that (3.10) is true for all α ⊂ τ, |α| ≤ n0 − 1. Then ∀α ⊂ τ, |α| = n0 we have
from inductive assumption, (3.61) and (3.62) that ϕα ∈ C([0, T ], Xα) because by (3.8)

‖ϕα(t1)− ϕα(t2)‖Xα ≤
∑

γ1∪..∪γs=α,s≥2

‖F (s)(ξ0(t1))ξγ1(t1)...ξγs(t1)−

−F (s)(ξ0(t2))ξγ1(t2)...ξγs(t2)‖Xα ≤ K
∑

γ1∪..∪γs=α,s≥2

(1 + ‖ξ0(t1)‖`2(a) + ‖ξ0(t2)‖`2(a))
k+1

s∏
i=1

(1 + ‖ξγi(t1)‖Xγi + ‖ξγi(t2)‖Xγi )×

× {‖ξ0(t1)− ξ0(t2)‖`2(a) +
s∑
i=1

‖ξγi(t1)− ξγi(t2)‖Xγi}

Similarly, estimate (3.8) with n = ` = s and ζγ1 = ... = ζγs = 0 implies ϕα ∈ L∞([0, T ], Yα)

‖ϕα(ω, x0, t)‖Yα ≤ K
∑

γi∪...∪γs=α,s≥2

sup
t∈[0,T ]

{1 + ‖ξ0(t, x0)‖`2(a)}k+1· (3.11)

·
s∏
i=1

(1 + ‖ξγi(t, x0)‖Yγi ){‖ξ
0(t, x0)‖`2(a) +

s∑
i=1

‖ξγi(t, x0)‖Yγi}

Therefore at |α| = n0 Proposition 3.2 gives unique strong solution ξα to (3.9), which fulfills
(3.10) and has representation

ξα(ω, t, x0;xγ, γ ⊂ α) = Uω
x0(t, 0)xα +

∫ t

0
Uω
x0(t, s)ϕα(s)ds (3.12)

The Ft measurability of ξα(t) follows from the representation (3.12) and Ft measurability of
Uω
x0(t, s)xγ, xγ ∈ Yγ, which is obtained from (3.5) and (3.7) with Q(·) = F ′(·) + B, ξ =

ξ0(ω, σ, x0), ζ = ξ0(ω̃, σ, x0):

‖Uω
x0(t, s)xγ − U ω̃

x0(t, s)xγ‖Xγ ≤ C |t− s| ‖xγ‖Yγ ·

· sup
σ∈[0,t]

‖ξ0(ω, σ)− ξ0(ω̃, σ)‖`2(a) · (1 + ‖ξ0(ω, σ)‖`2(a) + ‖ξ0(ω̃, σ)‖`2(a))
k

Estimate (3.1) simply follows from representation (3.12), iteration of (3.11) with usage of (3.61),
(3.62) and estimate below

‖ξα(ω, t, x0)‖Yα ≤ eλT‖xα‖Yα + TeλT sup
t∈[0,T ]

‖ϕα(x0, t)‖Yα (3.13)

Finally, properties (2.12), (2.13) in the definition of strong solution follow from (3.6), in-
equality

‖dξγ(t, x
0)

dt
‖Xγ = ‖ − {F ′(ξ0) +B}ξγ − ϕγ‖Xγ ≤

≤ C(1 + ‖ξ0‖`2(a))
k+1‖ξγ‖Yγ + ‖ϕγ‖Xγ

estimates (3.61), (3.1) and (3.11).
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Next theorem gives the continuity of variation ξτ (t, x
0, xγ) with respect to the initial data

x0. Later we apply this result to prove C∞ differentiability of ξ0(t, x0) with respect to x0 and
to extend the nonlinear quasi-contractive estimate (2.18) from x0 ∈ `

2(k+1)2(a) to x0 ∈ `2(a).

Theorem 3.4. Under conditions of Theorem 3.1 ∀x0, y0 ∈ `2(a) ∀xγ ∈ Yγ, γ ⊂ τ there is
K(·, τ, R) ∈ Lp(Ω,P), p ≥ 1, such that ∀ γ ⊂ τ , |γ| ≤ m1

sup
t∈[0,T ]

‖ξτ (t, x0;xγ)− ξτ (t, y0;xγ)‖Xτ ≤ K(ω, τ, R)‖x0 − y0‖`2(a) (3.14)

with R = max(‖x0‖`2(a), ‖y0‖`2(a), ‖xγ‖Yγ , γ ⊂ τ).

Proof. Application of (3.5), (3.7) gives

sup
t,s∈[0,T ]

‖Uω
x0(t, s)− Uω

y0(t, s)‖L(Yτ ,Xτ ) ≤

≤ Te2λT sup
s∈[0,T ]

‖F ′(ξ0(s, x0))− F ′(ξ0(s, y0))‖L(Yτ ,Xτ ) ≤ (3.15)

≤ C sup
s∈[0,T ]

‖ξ0(s, x0)− ξ0(s, y0)‖`2(a){1 + ‖ξ0(s, x0)‖`2(a) + ‖ξ0(s, y0)‖`2(a)}k ≤

≤ C ′‖x0 − y0‖`2(a)(1 + ‖x0‖`2(a) + ‖y0‖`2(a) + 2K(ω))k

where K(·) ∈ Lp(Ω,P), p ≥ 1 appear due to (3.61) and (3.62).
At |τ | = 1 ϕτ ≡ 0 and due to representation (3.12) and estimate (3.15) we have the

statement of theorem

‖ξτ (ω, t, x0)− ξτ (ω, t, y0)‖Xτ ≤ K ′(ω,R)‖xτ‖Yτ · ‖x0 − y0‖`2(a)

Suppose that ∀ τ |τ | ≤ n− 1 the statement is proved. From (3.12) we have
‖ξτ (ω, t, x0)− ξτ (ω, t, y0)‖Xτ ≤ ‖Uω

x0(t, 0)xτ − Uω
y0(t, 0)xτ‖Xτ+ (3.16)

+T sup
s,t∈[0,T ]

‖{Uω
x0(t, s)− Uω

y0(t, s)}ϕτ (ω, s, x0)‖Xτ (3.17)

+T sup
t∈[0,T ]

‖Uω
y0(t, s){ϕτ (ω, s, x0)− ϕτ (ω, s, y0)}‖Xτ+ (3.18)

Terms (3.16) and (3.17) are estimated due to (3.15), (3.11) and (3.1). Finally from representa-
tion (2.10) and estimate (3.8) with Q(·) = F (s)(·)

(3.18) ≤ TeλT sup
t∈[0,T ]

‖ϕτ (ω, t, x0)− ϕτ (ω, t, y0)‖Xτ ≤

≤ C ′
∑

γ1∪...∪γs=τ
sup
t∈[0,T ]

{1 + ‖ξ0(t, x0)‖`2(a) + ‖ξ0(t, y0)‖`2(a)}k+1·

·
s∏
i=1

(1 + ‖ξγi(t, x0)‖Xγi + ‖ξγi(t, y0)‖Xγi )· (3.19)

·{‖ξ0(t, x0)− ξ0(t, y0)‖`2(a) +
s∑
i=1

‖ξγi(t, x0)− ξγi(t, y0)‖Xγi} ≤

≤ K ′(ω, τ, R)‖x0 − y0‖`2(a)

where K ′(·, τ, R) ∈ Lp(Ω,P), p ≥ 1 appear due to (3.61), (3.62), (3.1) and inductive assump-
tion.

The following corollary gives important for further consideration estimates on variations ξτ
at zero-one initial data (2.11) with uniform on τ, |τ | ≤ n constants. We use this result in
Sections 3.2 and 3.3 to obtain integrable majorants and properties of convolutions. Recall that
only at zero-one initial data variations ξτ have sense of derivatives for ξ0.

Corollary 3.5. Let a, ψ ∈ IP , tr a = 1 and ξτ be a strong solutions to (2.9) with zero-one
initial data x̃τ (2.11).
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Then ∀n ≥ 1 ∃Kn(·, R, ψ) ∈ Lp(Ω,P), p ≥ 1 such that ∀ τ |τ | ≤ n

sup
t∈[0,T ]

|ξk,τ (t, x0)| ≤ Kn(ω,R, ψ)

a
k+1

2
(|τ |−1)

k

∏
j∈τ

ψk−j

(3.20)

sup
t∈[0,T ]

|ξk,τ (t, x0)− ξk,τ (t, y0)| ≤ Kn(ω,R, ψ)

a
k+1

2
(2|τ |−1)

k

∏
j∈τ

ψk−j

‖x0 − y0‖`2(a) (3.21)

with R = max(‖x0‖`2(a), ‖y0‖`2(a)).

Proof. Estimates (3.20) and (3.21) are obtained as a consequence of (3.1) and (3.14) at

special choice of spaces X̃τ = `mτ (d
−1c̃τ ) and Ỹτ = `mτ (c̃τ ) with vectors dk = a

−k+1
2

m1

k and

c̃k,τ = a
k+1

2
m1
|τ |−1
|τ |

k

∏
j∈τ

ψ
m1/|τ |
k−j for some m1 ≥ n. First remark that {c̃τ} fulfills property (2.17)

with constant Rτ ;γ1...γs = 1. Indeed

a
−k+1

2
m1

k [c̃k,τ ]
|τ | = a

k+1
2

m1(|τ |−2)

k

∏
j∈τ

ψm1
k−j ≤ a

k+1
2

m1(|τ |−s)
k

∏
j∈τ

ψm1
k−j =

=
s∏
i=1

[a
k+1

2
m1
|γi|−1

|γi|
k

∏
b∈γi

ψ
m1/|γi|
k−b ]|γi| = [c̃k,γ1 ]|γ1|...[c̃k,γs ]

|γs| (3.22)

where τ = γ1 ∪ ... ∪ γs, |γ1|+ ...+ |γs| = |τ |, s ≥ 2.

(1) We obtain estimate (3.20). For |τ | = 1 ϕτ ≡ 0 and ‖x̃τ‖Ỹτ = ψ0, therefore by represen-

tation (3.12)
sup
|τ |=1

sup
s,t∈[0,T ]

‖ξτ (t, x0, x̃τ )‖Ỹτ ≤ eλT‖x̃τ‖Ỹτ = eλTψ0 (3.23)

with uniform on τ : |τ | ≤ n constant λ = λ(n) ≥ max
|τ |≤n
‖B‖L(Ỹτ )

: ∀x ∈ Ỹτ

‖Bx‖
Ỹτ

= (
∑
k∈ZZd

c̃k,τ |
∑

j: |k−j|≤r0

b(k − j)xj|mτ )1/mτ =

= (
∑
k∈ZZd

c̃k,τ |
∑
|i|≤r0

b(i)xk−i|mτ )1/mτ ≤
∑
|i|≤r0

|b(i)|(
∑
k∈ZZd

c̃k,τ |xk−i|mτ )1/mτ

=
∑
|i|≤r0

|b(i)|(
∑
k∈ZZd

c̃k,τ
c̃k−i,τ

c̃k−i,τ |xk−i|mτ )1/mτ ≤
∑
|i|≤r0

|b(i)| δ|i|/mτ
c̃τ

‖x‖
Ỹτ

≤
∑
|i|≤r0

|b(i)| δ
k+1

2
|i|(n−1)

a δ
|i|
ψ ‖x‖Ỹτ = λ‖x‖

Ỹτ
<∞ (3.24)

where we used notation δψ = sup|k−j|=1 |ψk/ψj| <∞ for ψ ∈ IP .
We proceed by induction on |τ |. By ‖x̃τ‖Ỹτ = 0, |τ | ≥ 2, representation (3.12), base (3.23),

inductive assumption and estimate (3.11) we obtain with usage of (3.61) that ∃Kn(·, R, ψ) such
that for all |α| ≤ n

sup
t∈[0,T ]

‖ξα(ω, t, x0)‖
Ỹγ
≤ TeλT sup

t∈[0,T ]
‖ϕα(ω, t, x0)‖

Ỹα
≤ Kn(ω,R, ψ) (3.25)

and its coordinate form leads to (3.20).

(2) The proof of statement (3.21) completely follows the scheme of Theorem 3.4. We only
mark the points which give uniform on τ : |τ | ≤ n constant Kn(ω,R, ψ). By (3.24) and its

analog in space X̃τ we have

sup
s,t∈[0,T ]

‖Uω
x0(t, s)‖L(Ỹτ )

, sup
s,t∈[0,T ]

‖Uω
x0(t, s)‖L(X̃τ )

≤ eλT (3.26)
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and therefore the constant C ′ in (3.15) is uniform. Estimation of (3.16)–(3.18) is made induc-
tively like in Theorem 3.4 with application of ‖x̃τ‖Ỹτ = ψ0 at |τ | = 1, zero otherwise, (3.26),

(3.19), property Rτ ;γ1...γs = 1 and (3.25). We obtain ∃Kn(·, R, ψ) ∀ |α| ≤ n

sup
t∈[0,T ]

‖ξα(ω, t, x0)− ξα(ω, t, y0)‖
X̃α
≤ Kn(ω,R, ψ)‖x0 − y0‖`2(a)

and its coordinate form (3.21).

3.2 C∞ – differentiability of stochastic flow.

In this Section we provide the method to justify property (2.8), i.e. in nonlinear quasi-
contractive way we show that at zero-one initial data x̃τ (2.11) strong solutions ξτ , constructed
in Theorem 3.1, have a sense of partial derivatives of process ξ0.

In both Theorems below we proceed in two steps: first show strong differentiability of
ξ0, ξτ in specially chosen spaces, and then as application of Corollary 3.5 achieve integral
representations.

Theorem 3.6. Let F fulfill condition (2.2). Then ∀x0 ∈ `2(a), zero-one data x̃τ (2.11) and
∀h ∈ X∞([a, b]) we have for P a.e. ω ∈ Ω, t ∈ [0, T ]

χ0(·) = ξ0(t, x0 + h(·))− ξ0(t, x0 + h(a)) ∈ X∞([a, b]) (3.27)

In particular, in any space `p(c), c ∈ IP , p ≥ 1,

ξ0(t, x0 + h(·))
b

a

= `p(c)
∫ b

a

∑
j∈ZZd

ξ{j}(t, x
0 + h(s))h′j(s)ds (3.28)

and d

ds
χ0(·) =

∑
j∈ZZd

ξ{j}(t, x
0 + h(·))h′j(·) ∈ L∞([a, b], `p(c)) (3.29)

Space X∞([a, b]) was introduced in (2.36).

Proof. First we prove representation (3.28) for x0 ∈ `
m1(k+1)2(a) and h ∈ X∞([a, b]) in space

X1 = `m1(c1) with c1 ∈ IP such that dkck,1 ≤ ak, dk ≥ a
−k+1

2
m1

k . Inequalities (3.61), (3.62) give
that ∀ t ∈ [0, T ], P a.e. ω ∈ Ω the map [a, b] 3 s → ξ0(ω, t, x0 + h(s)) ∈ `m1(a) is a Lipshitz
continuous in `m1(a) and therefore in X1, thus by theory of absolute continuous functions in
Banach space [27]-[29] we have

ξ0(t, x0 + h(·))
b

a

=
∫ b

a
X1

d

ds
ξ0(t, x0 + h(s)) ds

To reconstruct the strong derivative we prove

sup
α∈(0,α0]

sup
t∈[0,T ]

‖∆∅(t, α)‖X1 ≤ α0K(ω,R) (3.30)

where
∆k,∅(t) =

ξ0
k(t, y

α)− ξ0
k(t, y

0)

α
−

∑
j∈ZZd

ξk,{j}(t, y
0)h′j

for yα = x0 + h(s+ α), h′ = h′(s) and K(·, R) ∈ Lp(Ω,P), ∀ p ≥ 1 for

R = max(‖x0‖`m1 (a), max
s∈[a,b]

{‖h(s)‖`m1 (a), ‖h′(s)‖`m1 (a)}).

By Theorem 3.1 for strong solutions {ξ{j}}j∈ZZd and v ∈ ∩
p,c
`p(c) there is a representation

∑
j∈ZZd

ξ{j}(t)vj =
∑
j∈ZZd

x̃jvj −
∫ t

0

∑
j∈ZZd

vj(F
′(ξ0) +B)Uω

x0(s, 0)x̃jds
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The strong differentiability of
∑
j∈ZZd ξ{j}(t)vj in X1 on t ∈ [0, T ] follows from

‖
∑
j∈ZZd

vj(F
′(ξ0) +B)Uω

x0(s, 0)x̃j‖X1 ≤

≤ K(1 + ‖ξ0‖`2(a))
k+1

∑
j∈ZZd

|vj| · ‖Uω
x0(s, 0)x̃j‖`m1 (a) ≤

≤ KeλT (1 + sup
t∈[0,T ]

‖ξ0‖`2(a))
k+1

∑
j∈ZZd

|vj|aj

Above we applied Proposition 3.3 (3.6) with dkck,1 ≤ ak and properties of Uω
x0 . At last rep-

resentation ξ0(t, yα) − ξ0(t, y0) = η0(t, yα) − η0(t, y0) with process η0 defined in (3.63) shows

existence of strong derivative X1
d

dt
∆∅(t).

Therefore [27]-[29] for P a.e. ω ∈ Ω, t ∈ [0, T ]

d

dt
‖∆∅(t)‖m1

X1
= m1

∑
k∈ZZd

ck,1∆m1−1
k,∅ · {−F (ξ0

k(y
α))− F (ξ0

k(y
0))

α
+

+
∑
j∈ZZd

F ′(ξ0
k)ξk,{j}h

′
j − (B∆∅)k} = m1

∑
k∈ZZd

ck,1∆m1−1
k,∅ {−F

′(ξ0
k)∆k,∅−

−(B∆∅)k −
∫ 1

0
[F ′(ζk,ε,α)− F ′(ξ0

k) ]
ξ0
k(y

α)− ξ0
k(y

0)

α
dε} ≤

≤ K ′‖∆∅(t)‖m1
X1

+
∫ 1

0
‖[F ′(ζε,α)− F ′(ξ0)]

ξ0(yα)− ξ0(y0)

α
‖m1
X1
dε (3.31)

with K ′ = m1‖B‖L(X1) + m1 − 1, where we used notation ζε,α = ξ0(y0) + ε(ξ0(yα) − ξ0(y0)),

inequalities F ′ ≥ 0, |xym−1| ≤ 1
m
|x|m + m−1

m
|y|m and for x, y ∈ IR1 formula f(y) − f(x) =

f ′(x)(y − x) +
∫ 1

0 {f ′(x+ ε(y − x))− f ′(x)}(y − x)dε.
Inequality (3.31) leads to

d

dt
‖∆∅(t)‖m1

X1
≤ K ′‖∆∅(t)‖m1

X1
+ αm1K(ω,R) (3.32)

where K(ω,R) appears from estimates

‖ξ
0(yα)− ξ0(y0)

α
‖m1
Y1
≤ 1

α
‖ξ0(yα)− ξ0(y0)‖m1

`m1 (a) ≤ eλTm1(max
s∈[a,b]

‖h′‖`m1 (a))
m1 ,∫ 1

0
‖F ′(ζε,α)− F ′(ξ0)‖m1

L(Y1,X1)dε ≤

≤ C
∫ 1

0
‖ε(ζε,α − ξ0(y0))‖m1

`2(a)(1 + ‖ξ0‖`2(a) + ‖ζε,α‖`2(a))
km1dε ≤

≤ C ′(α max
s∈[a,b]

‖h′‖`2(a))
m1(1 + 2‖ξ0(y0)‖`2(a) + α max

s∈[a,b]
‖h′‖`2(a))

km1

Here we used (3.62), differentiability of h ∈ X∞([a, b]), (3.7) with Y1 = `m1(dc1), assumption
dc1 ≤ a and inequality (3.61).

Due to ∆∅(0) = 0 from (3.32) we have (3.30) and therefore (3.28) in `m1(c1) for initial data
x0 ∈ `

m1(k+1)2(a). The closure to x0 ∈ `2(a) is made due to (3.62) and estimate

‖
∫ b

a
ds

∑
j∈ZZd
{ξ{j}(ω, t, x0

n + h(s))− ξ{j}(ω, t, x0 + h(s))h′j(s)‖X1 ≤

≤ (b− a)K1(ω,R, ψ)‖x0
n − x0‖`2(a)‖

∑
j∈ZZd

1

ψ·−j
h′j(s)‖

`m1 (a−
k+1

2 m1c1)

≤ (3.33)

≤ (b− a)K1(ω,R, ψ)‖x0
n − x0‖`2(a)

∑
i∈ZZd

(δ
k+1

2
m1

a δc1)i/m1

ψ(i)
‖h′‖`m1 (a)
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where we applied Corollary 3.5 (3.21) at |τ | = 1 and analogue of (3.24) with b(i) = 1/ψi.
Choice of ψ ∈ IP makes the sum convergent and therefore we obtain (3.28) in X1 = `m1(c1) for
x0 ∈ `2(a).

Finally, by theory of absolutely continuous functions in Banach space [27]-[29] representa-
tions (3.28) and (3.29) in any space `p(c) would follow from

∀ p ≥ 1, c ∈ IP
∑
j∈ZZd

ξ{j}(ω, t, x
0 + h(·))h′j(·) ∈ L∞([a, b], `p(c))

To obtain this property one should proceed like in (3.33) with application of (3.20) at |τ | = 1
and h ∈ X∞([a, b]).

Now we obtain the high order differentiability of ξ0(t, x0) with respect to the initial data.

Theorem 3.7. Let F fulfill condition (2.2). Then ∀x0 ∈ `2(a), zero-one data x̃τ (2.11) and
∀h ∈ X∞([a, b]) we have for P a.e. ω ∈ Ω, t ∈ [0, T ] ∀ k ∈ ZZd ∀ τ

d

ds
ξk,τ (t, x

0 + h(·)) =
∑
j∈ZZd

ξk,τ∪{j}(t, x
0 + h(·))h′j(·) ∈ L∞([a, b], IR1) (3.34)

and

ξk,τ (t, x
0 + h(·))

b

a

=
∫ b

a

∑
j∈ZZd

ξk,τ∪{j}(t, x
0 + h(s))h′j(s)ds

Proof. Denote by Xn = `mn(cn) for mn = m1/n for sufficiently large number m1 and vectors

cn ∈ IP , such that ∀ k ∈ ZZd ck,1dk ≤ ak and ∀n ∈ IN ck,n+1dk ≤ ck,n with dk ≥ a
−k+1

2
m1

k , m1 ≥
2. Vectors cτ = c|τ | satisfy condition (2.17) with constant Rτ ;γ1,...,γs = 1, therefore by Theorem
3.4 for zero-one initial data x̃τ (2.11) for P a.e. ω ∈ Ω, h ∈ X∞([a, b]) and t ∈ [0, T ] the
map [a, b] 3 s → ξτ (ω, t, x

0 + h(s)) ∈ X|τ | is Lipschitz continuous in X|τ |. Due to inequality
‖·‖X|τ |+1

≤ const‖·‖X|τ | and theory of absolutely continuous functions in Banach space [27]-[29]
we have representation in space X|τ |+1

ξτ (t, x
0 + h(·)

b

a

=
∫ b

a
X|τ |+1

d

ds
ξτ (t, x

0 + h(s)) ds (3.35)

I. To reconstruct strong derivative we prove in an inductive on τ |τ | ≥ 1 way the following
inequality

sup
α∈(0,α0]

sup
t∈[0,T ]

‖∆τ (t, α)‖X|τ |+1
≤ α0K(ω, τ, R) (3.36)

where
∆k,τ (t, α) =

ξk,τ (t, y
α)− ξk,τ (t, y0)

α
−

∑
j∈ZZd

ξk,τ∪{j}h
′
j

for yα = x0 + h(s+ α), h′ = h′(s) and K(·, τ, R) ∈ Lp(Ω,P), p ≥ 1 with

R = max(‖x0‖`m1 (a), max
s∈[a,b]

{‖h(s)‖`m1 (a), ‖h′(s)‖`m1 (a)}).

Definition of strong solution with zero-one initial data (2.11) and formula (3.12) imply for
v ∈ ∩p,c `p(c), |τ | ≥ 1∑

j∈ZZd
ξτ∪j(t)vj = −

∫ t

0

∑
j∈ZZd

vj(F
′(ξ0) +B)

∫ s

0
Uω
x0(s, σ)ϕτ∪j(σ) dσ ds−

−
∫ t

0

∑
j∈ZZd

vjϕτ∪j ds (3.37)

Combining (3.12), (3.11) with Yn = `mn(dcn), (3.61) and inequality ‖x̃j‖Y1 = (djcj,1)1/m1 ≤
(tr a)1/m1 = 1 we have supj∈ZZd supσ∈[0,T ] ‖ϕτ∪j(σ)‖Y|τ |+1

<∞. Due to inequality

‖
∑
j∈ZZd

vj(F
′(ξ0) +B)

∫ s

0
Uω
x0(s, σ)ϕτ∪j(σ) dσ‖X|τ |+1

≤
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≤ TeλT (1 + ‖ξ0‖`2(a))
k+1

∑
j∈ZZd

|vj| sup
σ∈[0,T ]

‖ϕτ∪j(σ)‖Y|τ |+1

we have boundedness of integrands in (3.37) and strong differentiability on t ∈ [0, T ] of∑
j∈ZZd vjξτ∪j(t) and therefore of ∆τ (t) in space X|τ |+1.
Let inequality (3.36) be valid for τ |τ | ≤ n0 − 1. Because the proof of inductive base at

|τ | = 1 coincides with the proof of inductive step with ϕτ = 0, |τ | = 1, we conduct both proofs
simultaneously.

d

dt
‖∆τ (t)‖

m|τ |+1

X|τ |+1
= m|τ |+1

∑
k∈ZZd

ck,|τ |+1∆
m|τ |+1−1

k,τ {−(B∆τ )k−

−
∑

γ1∪...∪γs=τ,s≥1

1

α
F (s)(ξ0

k(·))ξk,γ1(·)...ξk,γs(·)
yα

y0

+

+
∑
j∈ZZd

∑
α1∪...∪αs=τ∪{j},s≥1

F (s)(ξ0
k(y

0))ξk,α1(y0)...ξk,αs(y
0)h′j} (3.38)

First we transform the last term redenoting the indexes of summation and using notation
ξ∅ for ξ0 ∑

j∈ZZd

∑
α1∪...∪αs=τ∪{j}, s≥1

F (s)(ξ0
k(y

0))ξk,α1(y0)...ξk,αs(y
0)h′j =

=
∑

γ1∪...∪γs=τ,s≥1

{ s∑
q=1

F (s)(ξk,∅(y
0))ξk,γ1(y0)...(

∑
j∈ZZd

ξk,γq∪{j}h
′
j)...ξk,γs(y

0)+

+F (s+1)(ξk,∅(y
0))ξk,γ1(y0)...ξk,γs(y

0) (
∑
j∈ZZd

ξk,{j}h
′
j)
}

Using notation ζε,α = ξ(y0) + ε(ξ(yα)− ξ(y0)) and formula

f(y0, ..., ys)− f(x0, ..., xs) =
s∑
i=0

∂f

∂i
(~x)(yi − xi)+

+
s∑
i=0

∫ 1

0
{∂f
∂i

(~x+ ε(~y − ~x))− ∂f

∂i
(~x)}(yi − xi)dε

we rewrite last two terms in (3.38) in the form

∑
γ1∪...∪γs=τ,s≥1

1

α
F (s)(ξ0

k(·))ξk,γ1(·)...ξk,γs(·)
yα

y0

−

−
∑
j∈ZZd

∑
α1∪...∪αs=τ∪{j},s≥1

F (s)(ξ0
k(y

0))ξk,α1(y0)...ξk,αs(y
0)h′j =

= F ′(ξk,∅(y
0))∆k,τ (t)+ (3.39)

+
∑

γ1∪...∪γs=τ,s≥2

s∑
q=1

F (s)(ξk,∅(y
0))ξk,γ1(y0)...∆k,γq ...ξk,γs(y

0)+ (3.40)

+
∑

γ1∪...∪γs=τ,s≥1

F (s+1)(ξk,∅(y
0))ξk,γ1(y0)...ξk,γs(y

0)∆k,∅+ (3.41)

+
∫ 1

0
dε

∑
γ1∪...∪γs=τ,s≥1

s∑
q=1

F (s)(zk,∅)zk,γ1 ...
ξk,γq(y

α)− ξk,γq(y0)

α
...zk,γs

z=ζε,α

z=ξ(y0)

+ (3.42)

+
∫ 1

0
dε

∑
γ1∪...∪γs=τ,s≥1

F (s+1)(zk,∅)zk,γ1 ...zk,γs

z=ζε,α

z=ξ(y0)

ξk,∅(y
α)− ξk,∅(y0)

α
(3.43)

To obtain the expression (3.39) we separated in summation
∑
γ1∪...∪γs=τ,s≥1 the first term at

s = 1. Using F ′ ≥ 0 we continue (3.38)

d

dt
‖∆τ (t)‖

m|τ |+1

X|τ |+1
= −m|τ |+1 < {F ′(ξ0) +B}∆τ (t),∆

#
τ >X|τ |+1

−

−m|τ |+1 < (3.40) + (3.41) + (3.42) + (3.43),∆#
τ >≤

18



≤ (m|τ |+1‖B‖L(X|τ |+1) + 4(m|τ |+1 − 1)) ‖∆τ (t)‖
m|τ |+1

X|τ |+1
+

+‖3.40‖m|τ |+1

X|τ |+1
+ ‖3.41‖m|τ |+1

X|τ |+1
+ ‖3.42‖m|τ |+1

X|τ |+1
+ ‖3.43‖m|τ |+1

X|τ |+1
(3.44)

To finish the proof of (3.36), due to ∆τ (0) = 0, it remains to show that all terms in (3.44) are
estimated by α0K(ω, τ, R) with K(·, τ, R) ∈ Lp(Ω,P), p ≥ 1.

To estimate ‖3.40‖ we use (3.61), (3.1), inductive assumption (3.36) and inequality (3.8)
with n = ` + 1 = s,Xγn = X|γq |+1, uγn = ∆γq , ξ

0 = ξ∅(y
0) and Xγi = X|γi|, ξγi = ξγi(y

0) for
i 6= q, i = 1, ..., s, ζγ1 = ... = ζγ` = 0 and achieve

‖3.40‖X|τ |+1
≤

∑
γ1∪...∪γs=τ,s≥2

s∑
q=1

K(1 + ‖ξ∅(y0)‖)k+1
s∏

i=1,i 6=q
(1 + ‖ξγi(y0)‖X|γi|)

·{‖ξ∅(y0)‖`2(a) +
s∑

i=1, i 6=q
‖ξγi(y0)‖X|γi|} · ‖∆γq‖X|γq |+1

≤ α0K1(ω, τ, R)

Estimation of ‖3.41‖X|τ |+1
is done in a similar way with application of (3.30) and inequality

(3.8) with n = ` + 1 = s + 1, ξ0 = ξ∅(y
0), Xγi = X|γi|, ξγi = ξγi(y

0) for i = 1, ..., s, Xγn =
X1, uγn = ∆∅, ζγ1 = ... = ζγ` = 0.

To estimate ‖3.42‖X|τ |+1
we use (3.61), (3.62), (3.1), Theorem 3.4, inequality supα∈(0,α0] ‖h(s+

α)−h(s)‖`2(a) ≤ α0R and (3.8) with n = `+1 = s, ξ0 = ξ∅(y
0), ζ0 = ζε,α,∅, Xγn = X|γq |+1, uγn =

(ξγq(y
α)− ξγq(y0))/α and

for i = 1, q − 1 Xγi = X|γi|, ξγi = ξγi(y
0), ζγi = ζε,α,γi ;

for j = q, s− 1 Xγj = X|γj+1|, ξγi = ξγj+1
(y0), ζγj = ζε,α,γj+1

‖3.42‖X|τ |+1
≤
∫ 1

0
dε

s∑
q=1

∑
γ1∪...∪γs=τ,s≥1

K(1 + ‖ξ0(y0)‖`2(a) + ‖ζε,α,∅‖`2(a))
k+1

·
s∏

i=1,i 6=q
(1 + ‖ξγi(y0)‖X|γi| + ‖ζε,α,γi‖X|γi|) · ‖

ξγq(y
α)− ξγk(y0)

α
‖X|γq |+1

·

·(ε‖ξ0(y0)− ξ0(yα)‖`2(a) +
s∑

i=1,i 6=q
ε‖ξγi(y0)− ξγi(yα)‖X|γi|) ≤ α0K2(ω, τ, R)

Finally, estimation of ‖3.43‖X|τ |+1
is done in a similar way, with application of 1

α
‖ξ∅(yα) −

ξ∅(y
0)‖X1 ≤ 1

α
‖ξ0(yα)− ξ0(y0)‖`2(a) ≤ eλTR and (3.8) with n = `+ 1 = s+ 1, ξ0 = ξ∅(y

0), ζ0 =

ζε,α,∅, Xγn = X1, uγn = 1
α

(ξ∅(y
α)− ξ∅(y0)) and for i = 1, ..., s Xγi = X|γi|, ξγi = ξγi(y

0), ζγi =
ζε,α,γi .

Therefore we obtain (3.36) and its consequence representation (3.35) for x0 ∈ `
m1(k+1)2(a)

in form ∀ k ∈ ZZd

ξk,τ (t, x
0 + h(·))

b

a

=
∫ b

a

∑
j∈ZZd

ξk,τ∪j(t, x
0 + h(s))h′j(s) ds

Closure up to x0 ∈ `2(a) is simply obtained from h ∈ X∞([a, b]) and Corollary 3.5 (3.21).

3.3 Integral representation for partial derivatives of semigroup.

The next theorem shows that for function f ∈ CΘ,r function Ptf possesses the partial derivatives
(2.7) along the absolutely continuous paths in sense of part 1 in Def.2.3.

Theorem 3.8. Let F fulfill (2.2) and Θ = Θ1 ∪ ... ∪ Θn be a quasi-contractive array with
parameter k ≥ −1. Then ∀ f ∈ CΘ,r ∀ τ : |τ | ≤ n functions ∂τPtf(·) ∈ C(`2(a), IR1) and
satisfy relations (2.33), (2.34) of Definition 2.3: ∀h ∈ X∞([a, b])

(Ptf)(x+ h(·))
b

a

=
∫ b

a

∑
k∈ZZd

∂kPtf(x+ h(s))h′k(s)ds (3.45)
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and ∀ |τ | ≤ n− 1

∂τPtf(x+ h(·))
b

a

=
∫ b

a

∑
k∈ZZd

∂τ∪{k}Ptf(x+ h(s))h′k(s)ds (3.46)

Proof. I. Corollary 3.5 (3.21), assumption ∂τf(·) ∈ C(`2(a), IR1) (Def. of CΘ,r) and (3.62)
give P a.e. ω ∈ Ω, t ∈ [0, T ] continuity on x0 ∈ `2(a) of expression

∂{j1...js}f(ξ0(t, x0))ξj1,γ1(t, x0)...ξjs,γs(t, x
0) (3.47)

Continuity ∂τPtf ∈ C(`2(a), IR1) follows by representation (2.7) from estimate

|∂j1...jsf(x)| ≤ 1

(G1
j1 ...G

s
js)

1/2
ps(‖x‖2

`2(a)) ‖f‖CΘ,r

with some weight (ps,Gs = G1 ⊗ ...⊗ Gs) ∈ Θs ⊂ Θ and inequality (3.20) with ψk = eM |k| for
sufficiently large M . Together with (3.61) this gives uniform on balls x0 ∈ `2(a) summable on
j1, ..., js ∈ ZZd and P-integrable majorant for (3.47).

II. By Theorem 3.6 path χ0(·) = ξ0(x0 + h(·)) − ξ0(x0 + h(a)) ∈ X∞([a, b]) with P a.e.
derivative (3.29). Therefore for f ∈ CΘ,r from (2.4) and Definition 2.3 (2.33) we have

(Ptf)(x0 + h(·))
b

a

= E[f(χ0(·) + ξ0(t, x0 + h(a)))]

b

a

=

= E
∫ b

a

∑
j∈ZZd

∂jf(ξ0(t, x0 + h(a)) + χ0(s)) · (χ0
j)
′(s) ds =

= E
∫ b

a

∑
j∈ZZd

∂jf(ξ0(t, x0 + h(s)))
∑
k∈ZZd

ξj,{k}(t, x
0 + h(s))h′k(s) ds =

=
∫ b

a

∑
k∈ZZd

h′k(s)E < ∂f(ξ0), ξ{k} > ds =
∫ b

a

∑
k∈ZZd

∂kPtf(x0 + h(s))h′k(s) ds

Estimate |∂jf(x)| ≤ (G1
j)
−1/2p1(‖x‖2

`2(a))‖f‖CΘ,r
with some weight (p1,G1 = G1) ∈ Θ1 ⊂ Θ,

estimate (3.20) with ψk = eM |k| with sufficiently large M and property h′ ∈ ∩p,c`p(c) give
majorant and justify the application of Fubini theorem above.

III. First remark, that due to (2.35) for f ∈ CΘ,r the Definition 2.3 (2.34) implies property
∀ |τ | ≤ n− 1

∂τf(x0 + h(·))π(·)
b

a

=
∫ b

a

∑
k∈ZZd

∂τ∪kf(x0 + h(s))h′k(s)π(s) ds+

+
∫ b

a
∂τf(x0 + h(s))π′(s) ds

where h ∈ X∞([a, b]) and π ∈ AC∞([a, b], IR1) (2.36).
Using Theorem 3.7 (3.34) and π(·) = {ξj1,γ1 ...ξjs,γs}(x0 +h(·)) ∈ AC∞([a, b], IR1) we achieve

(∂τPtf)(x0 + h(·))
b

a

=

=
|τ |∑
s=1

∑
γ1∪...∪γs=τ

E
∑

j1...js∈ZZd
{∂j1 ...∂jsf(ξ0)ξj1,γ1 ...ξjs,γs}(t, x0 + h(·))

b

a

=

=
|τ |∑
s=1

∑
γ1∪...∪γs=τ

E
∑

j1...js∈ZZd

∫ b

a
ds · {

∑
j∈ZZd

∂j1...js,jf(ξ0)(
∑
k∈ZZd

ξj,{k}h
′
k)ξj1,γ1 ...ξjs,γs+

+
s∑
q=1

∂j1...jsf(ξ0)ξj1,γ1 ...(
∑
k∈ZZd

ξjq ,γq∪{k}h
′
k)...ξjs,γs}(t, x0 + h(s)) = (3.48)
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=
∫ b

a
ds

∑
k∈ZZd

h′k(s)
{ ∑
γ1∪...∪γs=τ, s=1,|τ |

E{
∑

j1...js,j∈ZZd
∂j1...js,jf(ξ0)ξj1,γ1 ...ξjs,γsξj,{k}}+

+
s∑
q=1

E{
∑

i1...is∈ZZd
∂i1 ...∂isf(ξ0)ξi1,γ1 ..ξiq ,γq∪{k}...ξis,γs}

}
(t, x0 + h(s)) =

=
∫ b

a
ds

∑
k∈ZZd

h′k(s)
∑

γ1∪...∪γs=τ∪{k}, s=1,|τ |+1

[ E
∑

j1...js∈ZZd
∂j1...jsf(ξ0)ξj1,γ1 ...ξjs,γs ](x

0 + h(s))

=
∫ b

a

∑
k∈ZZd

h′k(s)∂τ∪kPtf(x0 + h(s)) ds

Above we redenoted indexes of summation. The interplacement of summations and integrations
in (3.48) was done due to Fubini Theorem with majorant obtained from h′ ∈ ∩p,c`p(c), (3.20)
with ψk = eM |k| for sufficiently large M and estimates

|∂j1...jsf(x)| ≤ (G1
j1
...Gs

js)
−1/2ps(‖x‖`2(a))‖f‖CΘ,r

for some weights (ps,Gs = G1 ⊗ ...⊗Gs) ∈ Θs ⊂ Θ and (3.61).

3.4 Quasi-contractive properties of semigroup Pt in scales CΘ,r and ergodicity in
variations.

In this section we end the proof of Theorem 2.4 and show, as an application of nonlinear estimate
(2.18), the quasi-contractive property of semigroup Pt in the scales of smooth functions CΘ,r.
Moreover, we obtain uniform on balls exponential ergodicity in derivatives for semigroup.

The theorem below states one of the central results of the paper about the preservance of
spaces CΘ,r under the action of semigroup Pt.

Theorem 3.9. Let F fulfill (2.2) with parameter k ≥ −1 and Θ = Θ1 ∪ ... ∪ Θn be a
quasi-contractive array of order n ∈ IN with parameter k:

Then ∀ r ≥ 0 the Feller semigroup Pt (2.4) preserves space CΘ,r(`2(a)), i.e. ∀ t ≥ 0 Pt :
CΘ,r → CΘ,r and

∃K,M > 0 ∀ f ∈ CΘ,r ‖Ptf‖CΘ,r
≤ KeMt‖f‖CΘ,r

(3.49)

Proof. Due to Theorem 3.8 and preservance of spaces Lipr(`2(a)) under the action of semi-
group Pt (Theorem 3.11) it remains to prove estimate (3.49).

First remark that weights

p̃i = q(z)(1 + z)
k+1

2
(m1/i−m1/|τ |),

c̃k,γ = a
k+1

2
m1
|γ|−1
|γ|

k

∏
j∈τ

ψ
m1/|γ|
k−j , γ = {j1, ..., js}

(3.50)

fulfull (2.16) and (2.17) with constants Kp = Rγ;α1,...αs = 1 (3.22). By Theorem 3.4 and
(3.62) the nonlinear estimate (2.18) is closable up to x0 ∈ `2(a) with generalized solution ξ0.
Its application with zero-one initial data x̃τ (2.11) due to ‖x̃γ‖`mγ (c̃γ) = 0, |γ| ≥ 2 gives at

τ = {i1, ..., in}, |τ | = n

E
n∑
s=1

p̃s(‖ξ0
t ‖2

`2(a))
∑

γ⊂τ, |γ|=s
‖ξγ‖mγ`mγ (cγ) ≤ eMtp̃1(‖x0‖2

`2(a))
n∑
s=1

‖x̃{is}‖m1

`m1 (c̃{is})

Substituting expressions of p̃i and c̃γ and omiting in l.h.s. terms for s < n we achieve coordinate
form

E{q(‖ξ0(t, x0)‖2
`2(a)) |ξk,τ (t)|mτ} ≤
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≤
K|τ |e

tM|τ |,ψ q(‖x0‖2
`2(a))(1 + ‖x0‖2

`2(a))
k+1

2
m1
|τ |−1
|τ |

a
k+1

2
m1
|τ |−1
|τ |

k

∏
j∈τ

ψ
m1/|τ |
k−j

(3.51)

with K|τ | = |τ |ψ. Constant M|τ |,ψ above is uniform on τ, |τ | ≤ n because of (3.24) (uniform
finiteness of norm ‖B‖) and Kp = Rγ;α1,...,αs = 1 in representaions (2.29) and (2.30).

To obtain (3.49) it is sufficient to show that ∀Θm ⊂ Θ

max
m=1,...,n

‖∂(m)Ptf‖Θm ≤ KeMt‖f‖CΘ,r
(3.52)

The quasi-contractivity of array Θ implies ∀ s ≤ m and subdivision β1 ∪ ... ∪ βs = {1, ...,m}
there is a pair (ps, G̃(s) = G̃1 ⊗ ...⊗ G̃s) ∈ Θs such that (2.31)

∀ s < m ps(z)(1 + z)(m−s)k+1
2 ≤ Lpm(z) (3.53)

and ∀ k1, ..., ks ∈ ZZd
s∏
i=1

a
−(k+1)(|γi|−1)
ki

G
(βi)
ki
≤ L

s∏
i=1

G̃i
ki
, (3.54)

with G
(β)
k =

∏
i∈β

Gi
k, k ∈ ZZd.

The multifunction ∂(m)Ptf(x0) = {∂k1...kmPtf(x0)}k1...km∈ZZd with coordinates (2.7) can be
represented as a finite sum

∂(m)Ptf(x0) =
m∑
s=1

∑
β1∪...∪βs={1,...,m}

E < ∂(s)f(ξ0), ~ξβ1 ...
~ξβs >

where mth order multifunctions E < ∂(s)f(ξ0), ~ξβ1 ...
~ξβs >, β1 ∪ ... ∪ βs = {1, ...,m} have coor-

dinates
{E < ∂(s)f(ξ0), ~ξβ1 ...

~ξβs >}j1...jm∈ZZd = E < ∂(s)f(ξ0), ξγ1 ...ξγs > (3.55)

with γi = {jt, t ∈ βi}, i = 1, ..., s, for given points j1, ..., jm ∈ ZZd.
Then for zt = ‖ξ0(t, x0)‖2

`2(a), z0 = ‖x0‖2
`2(a)

|||∂(m)Ptf(x0)|||G(m)

pm(z)
=

=
1

pm(z)
|||
m∑
s=1

∑
β1∪...∪βs={1...m}

E[
∑

k1,..,ks∈ZZd
(∂k1...ksf)(ξ0)~ξk1,β1 ...

~ξks,βs ]|||G(m) ≤

≤
m∑
s=1

∑
β1∪...∪βs={1...m}

|||
∑

k1...ks∈ZZd

~Bβ1,..,βs
k1,..,ks

(E
|∂k1 ..∂ksf(ξ0)|2

p2
s(zt)

)1/2|||G(m) (3.56)

where mth order multifunction ~Bβ1,..,βs
k1,..,ks

=
1

pm(z0)
(Ep2

s(zt)|~ξk1,β1 ...
~ξks,βs|2)1/2 has coordinates: for

γi = {jt, t ∈ βi}

{ ~Bβ1,..,βs
k1,..,ks

}j1...jm∈ZZd = Bγ1...γs
k1...ks

=
1

pm(z0)
(Ep2

s(zt)|ξk1,γ1 ...ξks,γs|2)1/2

By the Holder inequality with hi = p2|γi|/m
s |ξki,γi |2, qi = m/|γi|, i = 1, ..., s,

∑s
i=1 1/qi = 1

and nonlinear estimate (3.51) with q = p2
s, mγ = 2m/|γ| and m1 = mγ · |γ| = 2m we obtain

Bγ1...γs
k1...ks

≤ 1

pm(z0)
(Ep2

s(zt)|ξk1,γ1|
2m
|γ1| )

|γ1|
2m ...(Ep2

s(zt)|ξks,γs|
2m
|γs| )

|γs|
2m ≤

≤ K1/2
m e

1
2
Mn,ψt

pm(z0)

s∏
`=1

(p2
s(z0)(1 + z0)

k+1
2

m1
|γ`|−1

|γ`|

a
k+1

2
m1
|γ`|−1

|γ`|
j`

∏
j∈γ`

ψ
m1/|γ`|
k`−j

) |γ`|
2m =
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= K1/2
m e

1
2
Mn,ψt

ps(z0)(1 + z0)(m−s)k+1
2

pm(z0)
·

s∏
`=1

(a
−k+1

2
(|γ`|−1)

k`

∏
j∈γ`

ψ−1
k`−j) ≤

≤ LK1/2
m e

1
2
Mn,ψt

s∏
`=1

(a
−k+1

2
(|γ`|−1)

k`

∏
j∈γ`

ψ−1
k`−j) (3.57)

Above we used the condition of hierarchy (3.53). Substituting (3.57) in (3.56) we have

|||∂(m)Ptf(x0)|||G(m)

pm(z)
≤

m∑
s=1

∑
β1∪...∪βs={1,...,m}

LK1/2
m e

1
2
Mn,ψt[

∑
j1,..,jm∈ZZd

G1
j1
...Gm

jm

(
∑

k1,..,ks∈ZZd
(E
|∂k1 ...∂ksf(ξ0)|2

p2
s(zt)

)1/2
s∏
`=1

{a−
k+1

2
(|γ`|−1)

k`

∏
j∈γ`

ψ−1
k`−j})

2]1/2 (3.58)

with γ` = {ji, i ∈ β`} and β1 ∪ ... ∪ βs = {1, ...,m}. Applying combinatorial Lemma 3.12 (see
Appendix) with ba = ψ−1

a ,

xk1...ks =
s∏
`=1

a
−k+1

2
(|γ`|−1)

k`
(E
|∂k1...ksf(ξ0(t))|2

p2
s(zt)

)1/2

and choosing ψ ∈ IP so thatKψ = sup
m=1...n

sup
(pm,G(m))∈Θm

sup
s=1,...,m

∑
a∈ZZd

ψ−1
a [δGs ]

|a| < ∞ we have esti-

mate on each term in (3.58)

(3.58)β1,...,βs ≤ LK1/2
m e

1
2
Mn,ψt(1 +Kψ)m·

·
{ ∑
k1...ks∈ZZd

G
(γ1)
k1

...G
(γs)
ks
|
s∏
`=1

a
−k+1

2
(|γ`|−1)

k`
(E
|∂k1...ksf(ξ0)|2

p2
s(zt)

)1/2|2
}1/2

=

= LK1/2
m e

1
2
Mn,ψt(1 +Kψ)m · (E

∑
k1...ks∈ZZd

s∏
i=1

{a−(k+1)(|γi|−1)
ki

G
(γi)
ki
}|∂k1...ksf(ξ0)|2

p2
s(zt)

)1/2

From hierarchy (3.54) we obtain

|||∂(m)Ptf(x0)|||G(m)

pm(z)
≤ K1/2

m L3/2e
1
2
Mn,ψt(1 +Kψ)n

m∑
s=1

∑
β1∪...∪βs={1,...,m}

sup
ξ0

|||∂(s)f(ξ0)|||G(s)

ps(‖ξ0‖2
`2(a))

Therefore (3.49) holds with M = 1
2
Mn,ψ.

Below we apply the technique of nonlinear quasi-contractive estimates to state the ergod-
icity in derivatives for semigroup, i.e. we show that the more monotone is function F , the
more derivatives ∂(s)Ptf(x) converge to zero uniformly on balls in `2(a) when t → ∞. Such
convergence develops the notion of ergodicity, recently studied in [41] and [14], i.e. that there
is some Gibbs measure µ such that Ptf(x) →< f >µ uniformly on x in balls in `2(a) when
t→∞.

Theorem 3.10. Let monotone function F ∈ C∞(IR1) : F (0) = 0 be such that

∃K,k ∀ i = 1, ..., n |F (i)(x)− F (i)(y)| ≤ K|x− y|(1 + |x|+ |y|)k (3.59)

and Θ = Θ1 ∪ ... ∪Θm be a quasi-contractive array with parameter k ≥ −1.
There are constants {ai(Θ,k, K)}ni=1 such that if for some i0 ∈ {1, ..., n}

ai0+1(Θ) ≥ inf
x∈IR1

F ′(x) > ai0(Θ)

then the semigroup Ptf fulfills

∀ s = 1, ..., i0 ∀ (p,G(s)) ∈ Θ ∃ ε > 0 ∀R ≥ 0 ∀ f ∈ EΘ,r
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sup
‖x‖`2(a)≤R

|||∂(s)Ptf |||G(s) ≤ K e−εtp(R) (3.60)

with polynomial function p, which gives the exponential ergodicity in derivatives at t→∞.

Remark Functions F (x) and Fa(x) = F (x) + ax have the same K and k in (3.59), because
F ′(x) = F ′a(x) + a and F (i)(x) = F (i)

a (x), i ≥ 2. Thus the growth of a > 0 in SDE (2.1) with
Fa instead of F makes more derivatives converge to zero at t→∞.

Proof. The structure of ‖ · ‖CΘ,r
(2.35) shows, that the required statement will follow from

(3.49), written in the form: ∀m = 1, ..., i0 ∀ (p,G(m)) ∈ Θ

|||∂(m)Ptf(x)|||G(m) ≤ K eMi0
tp(‖x‖2

`2(a)) ‖f‖Θ

We only have to ensure Mi0 < 0. Recall that by the proof of Theorem 3.9 parameter Mi0

appears from estimate (3.51). Thus to end the proof we must find conditions, when the constant
Mi0 is negative. Note that by the proof of Theorem 2.2 the parameter λF = infx∈IR1 F ′(x)
appears only at the step (2.24) in the form

mγ <
d

dt
ξγ(t), [ξγ(t)]

# >≤

≤ mγ(‖B‖L(`mγ (cγ)) − λF )‖ξγ‖mγ`mγ (cγ) +mγ| < ϕγ, [ξγ]
# >

and it do not influence the estimation of ϕγ, because here work only condition (3.59). By the
proof of Theorem 2.2 the constant K1(F ) in (2.29) changes to

K1(F ) = 2Mpi + sup
γ⊂τ

(mγ‖B‖L(`mγ (cγ)) −mγλF + (mγ − 1)2|γ|
2

)

and gives additional factor −m|τ |λF in (2.29). The growth of λF leads constant M|τ | in (2.18)
and thus in (3.51) to decay linearly on λF which gives the statement.

3.5 Appendix.

Using technique of [13, 14] it is not difficult to prove the following theorem.

Theorem 3.11. ∀m ≥ 2 and ∀x0 ∈ `m(a), tr a = 1 there is a unique generalized solution
ξ0(t, x0) to (2.1), which is P – a.e. `m(a) - continuous on t ∈ [0, T ] and ∃Mm ∃Km(·) ∈
Lp(Ω,P), p ≥ 1 ∀x0 ∈ `m(a) ∀Pa.e. ω ∈ Ω

sup
t∈[0,T ]

‖ξ0(t, x0)‖`m(a) ≤ eMmT‖x0‖`m(a) +Km(ω) (3.61)

sup
t∈[0,T ]

‖ξ0(t, x0)− ξ0(t, y0)‖`m(a) ≤ eMmT‖x0 − y0‖`m(a) (3.62)

Moreover, the space Lipr(`2(a)), r ≥ 0 (2.6) is preserved under the action of semigroup Pt
(2.4).

Proof. Following [13, 14], for x0 ∈ `
m(k+1)2(a) one has representation ξ0(t, x0) = η0(t, x0) +

W (t), where η0(t, x0) is `
m(k+1)

(a)-valued solution to equation

η0(t, x0) = x0 −
∫ t

0
(F +B)(η0(s, x0) +W (s))ds (3.63)

in space `m(a). Due to P - a.e. continuity of W (t) in any `p(a), p ≥ 1, from [13], Th4.1 it
follows that for P a.e. ω ∈ Ω function η0(t, x0) is uniformly on t ∈ [0, T ] bounded in space
`
m(k+1)

(a). Then for P a.e. ω ∈ Ω

(F +B)(η0(· , x0) +W (· )) ∈ L∞([0, T ], `m(a)) (3.64)

and representation (3.63) implies that for P a.e. ω ∈ Ω function η0(t, x0) is absolutely contin-
uous in `m(a) with respect to t ∈ [0, T ]. Using the quasi-monotonicity of map F + B we have
for P a.e. ω ∈ Ω

d

dt
‖η0(t, x0)‖m`m(a) = −m < (F +B)(η0 +W ), [η0]# >≤ (3.65)
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≤ (m‖B‖+m− 1)‖η0‖m`m(a) + ‖(F +B)(W (t))‖m`m(a)

Above for u ∈ `m(a) we use notation u# = ‖u‖m−2
`m(a)Fu, ‖u#‖`∗m(a) = ‖u‖m−1

`m(a), with duality

map F in `m(a). Estimate (3.65) implies

sup
t∈[0,T ]

‖ξ0(t, x0)‖`m(a) ≤ eMmT‖x0‖`m(a) + sup
t∈[0,T ]

‖W (t)‖`m(a)+

+eMmT (
∫ T

0
‖(F +B)(W (s))‖m`m(a)ds)

1/m ≤ eMmT‖x0‖`m(a) +Km(ω)

with
Km(ω) = (1 + eMmTT 1/m‖B‖) sup

t∈[0,T ]
‖W (t)‖`m(a)+

+eMmTT 1/m sup
t∈[0,T ]

‖F (W (t))‖`m(a)

Integrability of Km(·, T ) follows from the Doob inequality, properties of map F and estimates

∀ q ≥ p E sup
t∈[0,T ]

‖Wt‖q`p(a) ≤ E sup
t∈[0,T ]

‖Wt‖q`q(a) ≤

≤
∑
k∈ZZd

akE sup
t∈[0,T ]

|Wk(t)|q ≤
∑
k∈ZZd

ak(
q

q − 1
)qE|Wk(T )|q <∞

‖F (W )‖`m(a) ≤ C(1 + ‖W‖k+1
`
m(k+1)

(a))

Inequality (3.62) is proved in a similar way. The closures on x0
n → x0 in `m(a) for x0

n ∈
`
m(k+1)2(a) and the continuity on t ∈ [0, T ] of ξ0(t, x0

n) for x0
n ∈ `m(k+1)2(a) finish the proof of

estimates (3.61), (3.62). The preservance of Lipr(`2(a)) follows from

|Ptf(x)| = |E f(ξ(t, x0))

(1 + ‖ξ0‖`2(a))r+1
(1 + ‖ξ0‖`2(a))

r+1| ≤

≤ C‖f‖Lipr(1 + ‖x0‖`2(a))
r+1

and
|Ptf(x0)− Ptf(y0)| = E[f(ξ(t, x0))− f(ξ(t, y0))] ≤

≤ ‖f‖LiprE
{
‖ξ0(x0)− ξ0(y0)‖`2(a)(1 + ‖ξ0(x0)‖`2(a) + ‖ξ0(y0)‖`2(a))

r
}
≤

≤ C ′‖f‖Lipr‖x
0 − y0‖`2(a)(1 + ‖x0‖`2(a) + ‖y0‖`2(a))

r

The following combinatorial in nature lemma we used in Section 3.4 for convolutional esti-
mation of derivatives for semigroup Pt.

Lemma 3.12. Let δd
def
= sup|k−j|=1 |dk/dj| and b ∈ IP be such that |b(k)| ≤ 1, k ∈ ZZd.

Suppose that for d(i) ∈ IP , i = 1, ..., n constant

Cb(d) =
n∏
`=1

{1 +
∑
a∈ZZd

ba|δd(`)||a|} <∞ (3.66)

Then ∀ β1 ∪ ... ∪ βs = {1, ..., n}, s ≥ 1 we have inequality

(
∑

j1...jn∈ZZd
d

(1)
j1 ...d

(n)
jn |

∑
k1...ks∈ZZd

xk1...ks

s∏
i=1

∏
`∈βi

bki−j` |2)1/2 ≤ (3.67)

≤ Cb(d) · (
∑

k1...ks∈ZZd
d

(β1)
k1

...d
(βs)
ks
|xk1...ks|2)1/2

where d
(β)
k =

∏
i∈β d

(i)
k .
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Proof. Let α(i) = min{m : m ∈ βi}, i = 1..s. Introduce new indexes of summation
ai = ki − jα(i), i = 1, ..., s and rewrite expression (3.67) in form

(
∑

j1...jn∈ZZd
d

(1)
j1 ...d

(n)
jn |

∑
k1...ks∈ZZd

xk1...ks

s∏
i=1

∏
`∈βi

bki−j` |2)1/2 =

= (
∑

j1...jn∈ZZd
d

(1)
j1 ...d

(n)
jn |

∑
k1...ks∈ZZd

xk1...ks

s∏
i=1

bki−jα(i)

∏
`∈βi\α(i)

bki−j` |2)1/2 =

= (
∑

j1...jn∈ZZd
d

(1)
j1 ...d

(n)
jn |

∑
a1...as∈ZZd

ba1 ...basxa1+jα(1) ... as+jα(s)

s∏
i=1

∏
`∈βi\α(i)

bai+jα(i)−j` |
2)1/2 ≤

≤
∑

a1...as∈ZZd
ba1 ...bas(

∑
j1...jn∈ZZd

d
(1)
j1 ...d

(n)
jn {

s∏
i=1

∏
`∈βi\α(i)

b2
ai+jα(i)−j`)}|xa1+jα(1) ... as+jα(s)

|2)1/2 =

=
∑

a1...as∈ZZd
ba1 ...bas(

∑
j1...jn∈ZZd

[
∏

t = 1, ..., n
t 6= α(i), i = 1...s

d
(t)
jt ]

n∏
i=1

d
(α(i))
jα(i)−ai·

·
s∏
i=1

∏
`∈βi\α(i)

b2
jα(i)−j` |xjα(1)...jα(s)

|2)1/2 (3.68)

To proceed further we rewrite the coefficient

[
∏

t = 1, ..., n
t 6= α(i), i = 1...s

d
(t)
jt ]

n∏
i=1

d
(α(i))
jα(i)−ai = d

(1)
j1 ...d

(n)
jn

n∏
i=1

d
(α(i))
jα(i)−ai

d
(α(i))
jα(i)

therefore

(3.68) ≤
∑

a1...as∈ZZd
ba1 ...bas

s∏
i=1

δ
|ai|
d(α(i))·

·(
∑

j1...jn∈ZZd
d

(1)
j1 ...d

(n)
jn

s∏
i=1

∏
`∈βi\α(i)

b2
jα(i)−j` |xjα(1)...jα(s)

|2)1/2 =
s∏
i=1

(
∑
a∈ZZd

baδ
|a|
d(α(i)))·

·(
∑

j1...jn∈ZZd
[
s∏
i=1

∏
`∈βi

d
(`)
jα(i)

] · [
s∏
i=1

∏
`∈βi\α(i)

d
(`)
j`

d
(`)
jα(i)

b2
jα(i)−j` ] |xjα(1)...jα(s)

|2)1/2 ≤

≤
s∏
i=1

(
∑
a∈ZZd

baδ
|a|
d(α(i))) ·

s∏
i=1

∏
`∈βi\α(i)

(
∑
a∈ZZd

δ
|a|
d(`)b

2
a)

1/2·

·(
∑

jα(1)...jα(s)∈ZZd

s∏
i=1

∏
`∈βi

d
(`)
jα(i)
|xjα(1)...jα(s)

|2)1/2 ≤ (3.69)

Using (3.66) we finally have

(3.69) ≤ Cb(d)(
∑
k1...ks

d
(β1)
k1

...d
(βs)
ks
|xk1...ks|2)1/2
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