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Abstract. Darboux transformation of a second-order linear differential operator is a well-
known technique with many applications in mathematics and physics. We study Darboux
transformation from the point of view of Markov semigroups of diffusion processes. We
construct the Darboux transform of a diffusion process through a combination of Doob’s
h-transform and a version of Siegmund duality. Our main result is a simple formula that
connects transition probability densities of the two processes. We provide several exam-
ples of Darboux transformed diffusion processes related to Brownian motion and Ornstein–
Uhlenbeck process. For these examples, we compute explicitly the transition probability
density and derive its spectral representation.
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1 Introduction

Darboux transformation is a well-known technique for studying second-order linear differential
operators, dating back to the late 19th century [11]. To introduce this transformation, consider
a second-order linear differential operator

L =
1

2
∂2y − c(y), (1.1)

where y ∈ (l, r) ⊆ R. We assume that c(y) is continuous on (l, r) and that L acts on C2 functions
on (l, r). Let h be a positive function on (l, r) that satisfies Lh = λh for some λ ∈ R. It is
straightforward to check that the operator L−λ can be factorized as a product of two first-order
differential operators

L − λ =
1

2
D 1

h
Dh, (1.2)

where we denoted

Dh := ∂y −
h′(y)

h(y)
= h(y)∂y

1

h(y)
, D 1

h
:= ∂y +

h′(y)

h(y)
=

1

h(y)
∂yh(y).

We now introduce the Darboux transform of L as a second-order linear differential operator L̃
defined by

L̃ − λ =
1

2
DhD 1

h
. (1.3)

Thus, the Darboux transform of a second-order linear operator is obtained by factorizing it (or
more precisely, its shift by λ) as a product of two first-order differential operators and then
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interchanging the order of the factors. The function h is called the seed function of the Darboux
transformation. It is an easy exercise to verify that L̃ is given by

L̃ =
1

2
∂2y − c̃(y), (1.4)

where

c̃(y) := c(y)− ∂2y lnh(y) =

(
h′(y)

h(y)

)2

− c(y)− 2λ.

A key property of the Darboux transformation, which makes it so useful in applications, is the
following intertwining relation

L̃Dh = DhL, (1.5)

which follows directly from (1.2) and (1.3). In particular, if f solves Lf = µf then g = Dhf
solves L̃g = µg. Moreover, since L̃(1/h) = λ(1/h) (a consequence of (1.3)), the Darboux
transformation is invertible: starting from L̃ and applying the Darboux transformation with
the seed function h̃(y) = 1/h(y) recovers the original operator L. The Darboux transformation
can also be iterated, leading to the so-called Darboux–Crum transformations (see [10] and [17,
Section 2.4]).

There exists a vast literature on applications of the Darboux transformation in applied
mathematics and physics. For example, it is used to construct exactly solvable potentials for
Schrödinger equation [4] and it plays a crucial role in the theory of exceptional orthogonal
polynomials [14, 15]. Many additional applications in integrable systems are described in [18]
and [24]. However, to the best of our knowledge, the Darboux transformation has not yet been
studied in the context of diffusion processes, which is the focus of the present paper.

Assuming that the functions c(y) and c̃(y) in (1.1) and (1.4) are nonnegative, we can regard
the operators L and L̃ as the infinitesimal generators of killed Brownian motion processes Y
and Ỹ with state space (l, r). When a boundary point l or r is non-singular for one of these
processes (see Section 3 for a review of Feller’s boundary classification), there are many different
ways to construct a diffusion process with a given infinitesimal generator by specifying different
boundary conditions (reflecting/killing/elastic/etc.). Instead of first fixing the boundary condi-
tions and then studying the resulting processes, we will proceed in the opposite direction: we
begin by setting a goal for the type of process we wish to construct, and then determine the
boundary conditions and other ingredients needed for this construction to succeed.

What follows is an informal description of what we plan to do. Let Y be a killed Brownian
motion on (l, r) with the Markov semigroup {Pt}t≥0 (where we denoted Ptf(y) := Ey[f(Yt)])
and with the infinitesimal generator L given by (1.1). Suppose we have another killed Brownian
motion process Ỹ with the Markov semigroup

{
P̃t

}
t≥0

and the infinitesimal generator L̃ as
in (1.4). Moreover, assume that the intertwining relationship for generators (1.5) extends to the
semigroups, so that P̃tDh = DhPt. Our aim is to use this intertwining relationship to express
the transition operators P̃t in terms of Pt. One way to define operators P̃t which satisfy such
intertwining relationship is via

P̃t = DhPtI(z)
h , (1.6)

where z is some fixed point in (l, r) and the integral operator I(z)
h is defined by

I(z)
h f(y) := h(y)

∫ y

z

f(u)

h(u)
du.
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Assume that h is a positive λ-invariant function for Pt, meaning that it satisfies Pth = eλth.
This condition implies Lh = λh. Then the operators P̃t defined in (1.6) would indeed satisfy
the intertwining relationship P̃tDh = DhPt, since I(z)

h Dhf(y) = f(y)− f(z)h(y)/h(z) for C1

functions f and DhPth = 0 (due to λ-invariance of h). A similar argument shows that the
operators defined in (1.6) would not depend on the choice of z ∈ (l, r). If the semigroups of Y
and Ỹ do satisfy (1.6), then it is easy to verify that the transition probability densities of Ỹ
and Y should be related by

pỸt (x, y)
?
=
h(x)

h(y)
∂x

[
1

h(x)

∫ r

y
pYt (x, u)h(u)du

]
. (1.7)

We add a question mark to emphasize that the above identity is, at this stage, only a hy-
pothesis. Indeed, the discussion above is non-rigorous, and this construction of Ỹ contains
several gaps. For instance, it is not clear why the operators (1.6) would indeed define a Markov
semigroup, in particular, why the right-hand side of (1.7) should be positive. It is also unclear
whether specific boundary conditions on Y and Ỹ are needed for (1.7) to hold. Nevertheless,
this informal reasoning is essentially correct, as we will show in this paper. Our main result is
the construction of a killed Brownian motion Ỹ such that the transition probabilities of Y and Ỹ
satisfy an analogue of (1.7) (the only modification being the addition of a constant to c̃(y) to
ensure positivity, which introduces an extra exponential factor in (1.7)). We will demonstrate
that Ỹ can be constructed in three steps, starting from a killed Brownian motion Y and a λ-
invariant function h: apply Doob’s h-transform, then a version of Siegmund duality [30], followed
by another Doob’s h-transform.

The primary motivation for constructing Darboux-transformed diffusion processes is that this
would greatly expand the number of diffusions for which the transition probability density can be
computed in closed form. There are only a few examples (Brownian motion, Ornstein–Uhlenbeck
process, Bessel process, square-root diffusion process, and several others) for which the transition
probability is known in closed form, and all of these processes are very useful in applications,
particularly in mathematical finance. Expanding the number of such examples is, therefore,
a worthwhile task.

The paper is organized as follows. In Section 2, we recall some basic facts about diffusion pro-
cesses, including Feller’s classification of boundary points for diffusion processes. In Section 3,
we discuss Siegmund duality [7, 30] and present a new version of it (which can be applied to pro-
cesses with reflecting instead of absorbing boundary conditions). Our main result in this section
is Theorem 3.1, which establishes a connection between transition semigroups of the process
and its Siegmund dual (in our new construction). This result could be of independent interest,
as Siegmund duality is an important tool in the study of interacting particle systems [1, 2, 3].
In Section 4, we construct the Darboux transform of a killed Brownian motion and in our sec-
ond main result, Theorem 4.8, we show that identity (1.7) holds (up to an exponential factor).
We also present an example that illustrates the necessity of λ-invariance of h: we show that if h
solves Lh = λh but is not λ-invariant for the process Y , then the right-hand side of (1.7) may
be negative. Section 5 provides five examples of the Darboux transformation applied to various
diffusion processes. In the first four examples, we start with the Brownian motion process on
an interval with various boundary conditions, and in the last example we apply the Darboux
transformation to the Brownian motion killed at rate y2/2 (this latter process is closely related
to the Ornstein–Uhlenbeck process). In all examples, we describe the boundary behavior and
derive explicit formulas for the transition probability density of the transformed process. In
four of these examples, we also provide the spectral representation of the transition probability
density. At the end of Section 5, we discuss connections between our results and those obtained
in the physics literature on propagators for the one-dimensional Schrödinger equation.
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2 Preliminaries

In this section, we introduce notation and recall several basic facts about diffusion processes,
which will be useful later. We will mostly follow [6, Chapter II]; other good references are [19, 23].
Let X be a regular diffusion process on an interval (l, r) ⊆ R. We assume that the infinitesimal
generator of X has the form LX = 1

2σ
2(x)∂2x + b(x)∂x − c(x), where the functions b, c and σ are

continuous on (l, r) and σ(x) > 0 and c(x) ≥ 0 for x ∈ (l, r). The operator LX is acting on the
class of C2 functions on (l, r) with appropriate boundary conditions, which will be described
below. We denote by s(x) the scale function of X and by dm(x) and dk(x) the speed measure
and the killing measure of X. The derivative of s and the densities of measures dm(x) and dk(x)
can be found via

s′(x) = e−B(x), m′(x) = 2σ−2(x)eB(x), k′(x) = c(x)m′(x), (2.1)

where B′(x) := 2σ−2(x)b(x) (see [6, Section II.9]). We also denote

f±(x) = lim
h→0±

f(x+ h)− f(x)

s(x+ h)− s(x)
.

Let us now recall Feller’s boundary classification (see [6, Section II.6]). Fix a point z ∈ (l, r)
and set

R(x) := (m(z)−m(x) + k(z)− k(x))s′(x), Q(x) := (s(z)− s(x))(m′(x) + k′(x)). (2.2)

The left boundary l is called an exit boundary if R ∈ L1((l, z)) and an entrance boundary
if Q ∈ L1((l, z)). The conditions for the right boundary r are the same, with the obvious change
of the interval (l, z) 7→ (z, r). A boundary point that is neither entrance nor exit is called
natural, while a boundary point that is both entrance and exit is called non-singular. If l (or r)
is a non-singular boundary point for X, we impose one of the following boundary conditions:

(i) elastic boundary condition: f(l+) = αf+(l+) for α > 0 (or f(r−) = −βf−(r−) for β > 0);

(ii) reflecting boundary condition: f+(l+) = 0 (or f−(r−) = 0);

(iii) killing boundary condition: f(l+) = 0 (or f(r−) = 0).

In this paper, we do not consider sticky boundary conditions or traps (in the terminology of [6,
Section II.7]) – these involve the second derivative at a point and result in a diffusion process
whose distribution has an atom at the boundary.

Let λ > 0 and denote by ψλ(x) and φλ(x) the fundamental solutions to the second-order
ODE LXf = λf . We recall that the fundamental solutions are unique (up to multiplication
by a constant) positive solutions to LXf = λf such that ψλ is increasing and φλ is decreasing
(see [6, Section II.10]). Also, if l is a non-singular boundary point, then ψλ must satisfy one
of the boundary conditions stated above (and the same applies for φλ at the right boundary
point r). Their Wronskian is defined as

Wr[φλ;ψλ] := φλ(x)ψ
′
λ(x)− φ′

λ(x)ψλ(x),

and it is known that the quantity ωλ := Wr[φλ;ψλ]/s
′(x) is independent of x. We denote

by qXt (x, y) the transition probability density of the processX with respect to the speed measure,
that is

Px(Xt ∈ A) =

∫
A
qXt (x, y)dm(y),
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for all Borel sets A ⊂ (l, r). The function qXt (x, y) is symmetric in x and y (see [6, Section II.4]).
The Green’s function of the processX is given in terms of the fundamental solutions ψλ and φλ by

GX
λ (x, y) :=

∫ ∞

0
e−λtqXt (x, y)dt =

{
ω−1
λ ψλ(x)φλ(y) if x ≤ y,

ω−1
λ ψλ(y)φλ(x) if y ≤ x,

(2.3)

as stated in [6, Section II.11]. The transition probability density with respect to Lebesgue
measure will be denoted by pXt (x, y) := qXt (x, y)m′(y).

The above formula (2.3) for the Green’s function provides one possible way of finding the tran-
sition probability density of a diffusion processX with specified boundary behaviour: the Green’s
function is the Laplace transform in the t-variable of qXt (x, y) and thus uniquely determines the
transition probability density. Conversely, given the transition probability density qXt (x, y) of
a diffusion process, we can determine the boundary behaviour of X at each non-singular bound-
ary by first finding the Green’s function, then determining the fundamental solutions ψλ and
φλ from (2.3), and finally studying the boundary behaviour of the fundamental solutions. For
example, if l is a non-singular boundary and we find that ψ+

λ (l+) = 0 (ψλ(l+) = 0) for all λ > 0,
then X has a reflecting (respectively, killing) boundary condition at l.

We also note the following fact: if a process X = {Xt}t≥0 is mapped into a process Y =
{y(Xt)}t≥0 via an increasing differentiable function y = y(x), then the scale function and speed
measure are transformed as follows sY (y(x)) = sX(x), m′

Y (y(x)) = m′
X(x)/y′(x). The state

space for the process Y is the interval (y(l), y(r)), and the boundary behavior of Y at points y(l)
and y(r) is the same as the boundary behavior of X at l and r.

3 Siegmund duality

Let Z and Z̃ be two Markov processes on [0,∞). We say that Z̃ is a Siegmund dual of Z if

Py(Zt ≥ x) = Px

(
Z̃t ≤ y

)
, (3.1)

for all x, y, t ≥ 0. This concept was introduced by Siegmund [30] in 1976 and was later studied
in [7, 9, 21]. Diffusion processes satisfying (3.1) were called conjugate diffusions in [32]. The
existence of a dual process Z̃ requires the process Z to be stochastically monotone, see [7, 30].
The latter property can be stated as follows: for any t > 0 and x > 0 the function y 7→ Py(Zt ≥ x)
is non-decreasing.

Siegmund duality is applied when one of the processes has an absorbing boundary. For
example, assuming that Z is conservative and taking the limit of (3.1) as x → 0+, we see that
the process Z̃ must have an absorbing boundary at zero. Thus, in this case, the distribution
of Z̃t will have an atom at zero, and assuming that this distribution has a density on (0,∞),
it must be given by pZ̃t (x, y) = ∂yPy(Zt ≥ x), which follows from (3.1) by differentiation with
respect to y.

The following theorem is our main result in this section: we construct a version of Siegmund
duality that applies to processes with reflecting or killing boundary conditions.

Theorem 3.1. Assume that (l, r) ⊆ R, b(x) ∈ C((l, r)), σ(x) ∈ C1((l, r)) and σ(x) > 0
for x ∈ (l, r). Let X be a conservative diffusion process on (l, r) with infinitesimal generator

LX =
1

2
σ2(x)∂2x + b(x)∂x,

and reflecting boundary conditions at every non-singular boundary point. Then there exists
a diffusion process X̃ such that

Px1(Xt ≤ y) = Px2(Xt ≤ y) + Py

(
x1 < X̃t ≤ x2

)
, (3.2)
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for all t > 0 and xi, y ∈ (l, r) for which x1 < x2. The process X̃ has infinitesimal generator

L
X̃

=
1

2
σ2(x)∂2x + (σ(x)σ′(x)− b(x))∂x (3.3)

and killing boundary condition at every non-singular boundary point.

Proof. We denote b̃(x) := σ(x)σ′(x) − b(x) and define the process X̃ as the solution to the
stochastic differential equation (SDE) dX̃t = b̃

(
X̃t

)
dt + σ

(
X̃t

)
dWt, which is killed at the first

exit from (l, r). The existence of a unique in law weak solution of this SDE (up to the first exit
from (l, r)) is guaranteed by [20, Theorem 5.15].

Let s(x) and m(x) denote the scale function and the speed measure of X. Using (2.1), we
check that

LX =
d

dm(x)

d

ds(x)
, L

X̃
=

d

ds(x)

d

dm(x)
, (3.4)

thus the speed measure/scale function of X̃ is equal to the scale function/speed measure of X
(see [9, Section 4] for a similar construction in the case of classical Siegmund duality).

The relation (3.4) imposes restrictions on the boundary behavior of X and X̃. The type
of the boundary behavior depends on the functions R and Q defined via (2.2), and when we
compute their analogues R̃ and Q̃ for the process X̃ we find that Q̃ ≡ R and R̃ ≡ Q (because
the killing measure is zero and mX(s) = s

X̃
(s) and sX(x) = m

X̃
(x)). Let us focus on the left

boundary point l (the same considerations apply to the right boundary r). Our assumption
that X is conservative implies that l can not be an exit-not-entrance boundary for X, thus it
can not be an entrance-not-exit boundary for X̃. From the boundary classification presented on
page 4, it follows that

(i) if l is a non-singular boundary for X, then it is also a non-singular boundary for X̃, and
in this case we have a reflecting (killing) boundary condition for X (respectively, X̃);

(ii) if l is a natural boundary for X, then it stays a natural boundary for X̃;

(iii) if l is an entrance-not-exit, it becomes an exit-not-entrance boundary for X̃ (consistent
with our definition of X̃ as killed on the first exit from (l, r)).

We first establish this result in the special case b(x) ≡ 0. In this case, the process X is
in natural scale, i.e., sX(x) ≡ x. Let λ > 0 and let ψλ and φλ be the fundamental solutions
to LXf = λf . We claim that the fundamental solutions to L

X̃
f = λf are given by

ψ̃λ(x) = ψ′
λ(x), φ̃λ(x) = −φ′

λ(x). (3.5)

To prove this, we note first that if f is solves LXf = λf , then f̃ = f ′ solves L
X̃
f̃ = λf̃ , due to

the intertwining relation

d

ds(x)
LX = L

X̃

d

ds(x)
,

which follows immediately from (3.4). It is clear that ψ̃λ and φ̃λ are positive on (l, r) (since ψλ

is increasing and φλ is decreasing). Next, since λ > 0 and ψλ is a positive solution to
1
2σ

2(x)f ′′(x) = λf(x), we have ψ′′
λ(x) > 0, so ψ̃λ = ψ′

λ is increasing. The same argument
shows that φ̃λ is decreasing. According to [6, Section II.10], in each case (natural, entrance-
not-exit, non-singular reflecting boundary) we have ψ′(l+) = 0, which implies the correct killing
boundary condition ψ̃λ(l+) = 0. The same considerations apply to the boundary condition φ̃λ

at the right boundary r. This ends the proof of (3.5).
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Next, we check that if ωλ = Wr[φλ;ψλ], then

Wr
[
φ̃λ; ψ̃λ

]
= −φ′

λ(x)ψ
′′
λ(x) + φ′′

λ(x)ψ
′
λ(x) =

2λ

σ2(x)
Wr[ψλ;φλ] = λωλs

′
X̃
(x), (3.6)

where in the second step we used the fact that ψλ and φλ are solutions to 1
2σ

2(x)f ′′(x) = λf(x).
Using (2.3) and (3.6) we can write the Green’s function of the process X̃ as

GX̃
λ (x, y) =

{
−(λωλ)

−1ψ′
λ(x)φ

′
λ(y) if x ≤ y,

−(λωλ)
−1ψ′

λ(y)φ
′
λ(x) if y ≤ x.

(3.7)

Now we have all the ingredients to complete the proof of (3.2). We rewrite (3.2) in the form∫ y

l
pXt (x1, u)du =

∫ y

l
pXt (x2, u)du+

∫ x2

x1

pX̃t (y, v)dv. (3.8)

We need to prove that (3.8) holds for all t > 0 and x1, x2, y in (l, r) with x1 < x2. We take λ > 0,
multiply both sides of (3.8) by exp(−λt) and integrate in t over (0,∞). After applying Fubini’s
theorem, we obtain

2

∫ y

l
GX

λ (x1, u)σ
−2(u)du = 2

∫ y

l
GX

λ (x2, u)σ
−2(u)du+

∫ x2

x1

GX̃
λ (y, v)dv. (3.9)

By the uniqueness of the Laplace transform, to prove (3.8), it is enough to show that (3.9) holds
for all λ > 0 and x1, x2, y ∈ (l, r) such that x1 < x2. Identity (3.9) is true if

2∂x

∫ y

l
GX

λ (x, u)σ−2(u)du+GX̃
λ (x, y) = 0, (3.10)

for x, y ∈ (l, r). We first prove that (3.10) holds when l < x < y. Using (2.3) and (3.7), we
rewrite (3.10) in the form

2

ωλ
∂x

[
φλ(x)

∫ x

l
ψλ(u)σ

−2(u)du+ ψλ(x)

∫ y

x
φλ(u)σ

−2(u)du

]
− 1

λωλ
ψ′
λ(x)φ

′
λ(y) = 0. (3.11)

Since ψλ solves 1
2σ

2(x)f ′′(x) = λf(x), we have

2

∫ x

l
ψλ(u)σ

−2(u)du =
1

λ

∫ x

l
ψ′′
λ(u)du =

1

λ
ψ′
λ(x),

where in the last step we used ψ′
λ(l+) = 0 established above. Similarly,

2

∫ y

x
φλ(u)σ

−2(u)du =
1

λ

(
φ′
λ(y)− φ′

λ(x)
)
.

With the help of the above two equations, (3.11) becomes

1

λωλ
∂x
(
Wr[φλ;ψλ] + ψλ(x)φ

′
λ(y)

)
− 1

λωλ
ψ′
λ(x)φ

′
λ(y) = 0,

and this identity is true since Wr[φλ;ψλ] = ωλ does not depend on x. Thus, we have proved (3.10)
when l < x < y. The proof that (3.10) holds when l < y < x is done in the same way, and the
details are omitted.

This ends the proof of (3.2) in the driftless case b(x) ≡ 0. The general case follows by
considering the driftless process Y = {s(Xt)}t≥0, constructing the transformed process Ỹ , and

defining X̃t = s−1
(
Ỹt
)
. The fact that identity (3.2) holds for processes Y and Ỹ implies that it

also holds for X and X̃. We leave it as an exercise to check that the process X̃ thus constructed
has the infinitesimal generator as in (3.3). ■
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Identity (3.2) is equivalent to saying that for any fixed t > 0 and y ∈ (l, r) the function

x 7→ Px(Xt ≤ y)− Py

(
X̃t > x

)
(3.12)

is constant (i.e., does not depend on x). Note that this is very similar to classical Siegmund du-
ality (3.1), where this constant is equal to zero. Taking derivatives in x of (3.12) and relabelling
variables x↔ y, we obtain the following result.

Corollary 3.2. The transition probability densities of X and X̃ satisfy

pX̃t (x, y) = ∂yPy(Xt > x) = ∂y

∫ r

x
pXt (y, u)du, (3.13)

for t > 0 and x, y ∈ (l, r).

4 Darboux transform of killed Brownian motion

We start with a diffusion process Y on the interval (l, r) ⊆ R, which is a Brownian motion killed
at rate c(y), where c(y) is a nonnegative continuous function for y ∈ (l, r). The infinitesimal gen-
erator is LY = 1

2∂
2
y−c(y). We take the speed measure to be the Lebesgue measure dm(x) = dx, in

this case the scale function becomes s(x) = 2x (see (2.1)). If l = −∞, then l is a natural bound-
ary. If l is finite, then the boundary classification conditions R ∈ L1((l, z)) and Q ∈ L1((l, z))
from page 4 are equivalent to

R ∈ L1((l, z)) ⇔
∫ z

l
c(y)(y − l)dy <∞ and Q ∈ L1((l, z)) ⇔

∫ z

l
c(y)dy <∞.

Thus, if a boundary is an entrance, it must also be an exit, and we have the following three
possibilities for boundary behavior of the process Y : natural, exit-not-entrance and non-singular
(entrance-not-exit boundary is not possible for a killed Brownian motion). We will only consider
killed Brownian motion processes that have one of elastic/reflecting/killing boundary conditions
at each non-singular boundary point (see the discussion on page 4).

Next, we assume that for some λ ∈ R we have found a function h : (l, r) 7→ (0,∞) that is
λ-invariant for the process Y , that is

Ex[h(Yt)] = eλth(x), x ∈ (l, r), t > 0. (4.1)

This λ-invariant function h must satisfy the following properties:

(i) h is a solution to LY h = λh on (l, r);

(ii) h satisfies appropriate boundary conditions at each non-singular boundary point.

The first property follows from the fact that the process exp(−λt)h(Yt) is a martingale. To
check the second property, we take µ > max(0, λ), multiply both sides of (4.1) by e−µt, integrate
in t ∈ (0,∞) and obtain

(µ− λ)

∫ r

l
GY

µ (x, y)h(y)dy = h(x), (4.2)

where GY
µ (x, y) is the Green’s function of the process Y . Thus, if h is bounded on (l, r) (which

happens, for example, if both boundaries are non-singular), it must be in the domain of the
infinitesimal generator LY (because it lies in the image of the resolvent operator). Therefore,
h must satisfy the appropriate boundary conditions at each non-singular boundary (see [6,
Section II.7]). The proof of (ii) in the general case, when h can be unbounded, is given in
Appendix B.

In what follows, we will require the following.
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Assumption 4.1. The constant

mh := sup
y∈(l,r)

[
c(y)−

(
h′(y)

h(y)

)2
]

(4.3)

is finite.

Remark 4.2. Note that mh is finite when c(y) is bounded on (l, r). In all our examples in
Section 5, we actually have mh = 0, though it is easy to construct examples with mh equal to
any positive number (for instance, one could take Brownian motion on R killed at a positive
constant rate and a λ-invariant function h(y) = cosh(y), see Section 5.1). It may be true that mh

is always finite, but we could not prove this or find a counterexample.

As the first step of constructing the Darboux transform of Y , we introduce a new Markov
process X via Doob’s h-transform

Px(Xt ∈ A) =
e−λt

h(x)
Ex[1{Yt∈A}h(Yt)]. (4.4)

The process X is a conservative Markov process, since h is λ-invariant for Y . Moreover, it is
a diffusion process on (l, r) with infinitesimal generator

LX =
1

h
LY h− λ =

1

2
∂2y +

h′(y)

h(y)
∂y. (4.5)

The derivatives of the scale function and the speed measure of the process X are s′(x) = 2h−2(x)
and m′(x) = h2(x) (this follows from (2.1)), thus the functions R and Q in (2.2) are given by

RX(x) = 2h−2(x)

∫ z

x
h2(y)dy, QX(x) = 2h2(x)

∫ z

x
h−2(y)dy. (4.6)

The functions RX and QX can be used to find the type of the boundary points l and r for the
process X (see Section 2).

To proceed, we will require the following.

Assumption 4.3. The process X has reflecting boundary condition at each non-singular bound-
ary point.

The next proposition shows that the above assumption is satisfied whenever Y has a non-
singular boundary with a reflecting or elastic boundary condition. This result will be useful for
our examples in Section 5.

Proposition 4.4. If l is a non-singular boundary point of Y with a reflecting or elastic boundary
condition, then h(l+) > 0 and l is also non-singular for X with a reflecting boundary condition.
The same statement applies to the right boundary point r.

Proof. Assume that l is a non-singular boundary point for Y with reflecting or elastic boundary
condition, which can be written as g′(l+) = γg(l+) for some γ ≥ 0 (here we used the fact that Y
is in the natural scale, so that g+(y) = g′(y)). The function h, being λ-invariant for Y , must
satisfy the equation LY h = λh and the boundary condition h′(l+) = γh(l+). Since l is a non-
singular boundary point with reflecting or elastic boundary condition, it is possible to start the
process X at l (see [6, Section II.6]). Then condition (4.1) also holds in the limit as x → l+,
so that h(l+) = e−λtEl[h(Xt)] > 0 (since h is positive on (l, r)). Next, we use the facts that h
is continuous and positive on (l, r) and satisfies h(l+) > 0 and check that both functions RX

and QX defined in (4.6) lie in L1((l, z)). This implies that l is a non-singular boundary for X.
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Denote η = max(0,−λ) and define the process Z as equal to X killed a constant rate η (Z
and X are identical when η = 0). From (4.4), we see that for all t > 0 and x, y ∈ (l, r)

pZt (x, y) = e−ηtpXt (x, y) =
e−(η+λ)t

h(x)
pYt (x, y)h(y). (4.7)

The left boundary l is clearly non-singular for Z and the boundary behaviour of Z and X is
identical (a function f ∈ C2((l, r)) is in the domain of the infinitesimal generator LZ if and only
if it is in the domain of the infinitesimal generator LX = LZ + η). The Green’s function of Z
(with respect to the speed measure dm(x) = h2(x)dx) is given by

GZ
µ (x, y) =

GY
µ+κ(x, y)

h(x)h(y)
, (4.8)

where µ > 0, x, y ∈ (l, r) and we denoted κ := η + λ = max(0, λ). This follows from (4.7), by
multiplying both sides by exp(−µt) and integrating in t ∈ (0,∞). Comparing (2.3) and (4.8),
we see that the fundamental increasing and decreasing solutions ψZ

µ and φZ
µ for the operator LZ

must be given by

ψZ
µ (x) =

ψY
µ+κ(x)

h(x)
, φZ

µ (x) =
φY
µ+κ(x)

h(x)
, µ > 0, x ∈ (l, r).

As we discussed in Section 2, the boundary condition of Z at l can be deduced from the
boundary behaviour of the increasing fundamental solution ψZ

µ (x) at x = l+. We know from [6,
Section II.10] that for all µ > 0 the function g(y) := ψY

µ+κ(x) must satisfy the elastic or reflecting
boundary condition g′(l+) = γg(l+) (the same one as satisfied by the λ-invariant function h).
Denote f(x) := ψZ

µ (x) = g(x)/h(x). Then

f+(l+) = lim
x→l+

f ′(x)

s′(x)
=

1

2
lim
x→l+

h2(x)f ′(x) =
1

2
lim
x→l+

[
h(x)g′(x)− g(x)h′(x)

]
= 0,

since h′(l+) = γh(l+) and g′(l+) = γg(l+). Thus the increasing fundamental solution f(x) =
ψZ
µ (x) satisfies f

+(l+) = 0 (for all µ > 0), which is a reflecting boundary condition. Therefore,
the process Z (and hence the process X) has a reflecting boundary at l.

When r is a non-singular boundary point for Y , the proof proceeds along the same lines,
except that now we focus on the boundary behavior at r of the decreasing fundamental solu-
tion φX

µ (x). ■

Remark 4.5. It is likely that Assumption 4.3 is always true. The intuitive argument for the
validity of Assumption 4.3 is the following: the process X is conservative by construction, thus
it cannot have elastic or killing boundary conditions at non-singular boundary (as this would
imply Px(Xt ∈ (l, r)) < 1). It can not have sticky boundaries or traps, as then the distribution
ofXt would have an atom at that boundary (which is impossible since the law of Yt has no atoms).
Thus, the only possible boundary conditions are reflecting or non-local boundary conditions
(see [23, Theorem 2, p. 39]). The latter can be ruled out if we could show that X has continuous
paths, but we did not pursue this further, as Proposition 4.4 was sufficient for our examples in
Section 5.

We proceed with the next step in our construction. The process X, constructed via Doob’s
h-transform (4.4), is a conservative diffusion process, and we assumed that it has reflecting
boundary condition at every non-singular boundary point. We construct its Siegmund trans-
form X̃ via Theorem 3.1. According to (3.3) and (4.5), the infinitesimal generator of X̃ is

L
X̃

=
1

2
∂2y −

h′(y)

h(y)
∂y.
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Now we want to turn it into a killed Brownian motion by “removing the drift term”. We achieve
this through another Doob’s h-transform. First we establish that the function h is ν-excessive
for the process X̃ with ν = mh + λ.

Proposition 4.6. For x ∈ (l, r) and t > 0 we have Ex

[
h
(
X̃t

)]
≤ e(mh+λ)th(x).

Proof. The process X̃ is a diffusion process solving the SDE

dX̃t = −
h′
(
X̃t

)
h
(
X̃t

) dt+ dWt, t < ζ,

where ζ is the first time the process reaches the boundary of (l, r). When both boundaries are
natural, we have ζ = +∞, and if one of the boundaries is exit-not-entrance or non-singular
killing boundary, then the process is killed when it hits that boundary

(
in other words, the

process at time ζ is sent to a cemetery state X̃ζ = ∆
)
.

Applying Ito’s formula to lnh
(
X̃t

)
gives

lnh
(
X̃t

)
= lnh(x) +

∫ t

0

h′
(
X̃s

)
h
(
X̃s

) dX̃t +
1

2

∫ t

0
v
(
X̃s

)
ds, t < ζ, (4.9)

where

v(x) :=
d2

dx2
lnh(x) =

h′′(x)

h(x)
−
(
h′(x)

h(x)

)2

= 2(c(x) + λ)−
(
h′(x)

h(x)

)2

.

In the last step, we used the fact that h is a solution to LY h = λh.

Let us denote

Ut :=
h′
(
X̃t

)
h
(
X̃t

) , Zt :=

∫ t

0
UsdWs, t < ζ.

After rearranging the terms in (4.9) and using the fact that h
(
X̃t

)
= h(∆) = 0 for t ≥ ζ, we

obtain

h
(
X̃t

)
≤ h(x)× eZt∧ζ− 1

2
⟨Z⟩t∧ζ+

1
2

∫ t∧ζ
0 (v(X̃s)−U2

s )ds, (4.10)

which holds for all t ≥ 0.

Next, we observe the following two facts. First, the process exp(Zt∧ζ − (1/2)⟨Z⟩t∧ζ) is a posi-
tive local martingale; thus, it is a supermartingale, and its expected value is at most one. Second,
we have the bound

1

2

∫ t∧ζ

0

(
v
(
X̃s

)
− U2

s

)
ds =

∫ t∧ζ

0

c(X̃s

)
+ λ−

(
h′
(
X̃s

)
h
(
X̃s

) )2
ds ≤ (mh + λ)t,

which follows from (4.3). Using these two facts and taking expectations in (4.10) gives the
desired result. ■

Now that we established the fact that h is ν-excessive for the process X̃t (with ν = mh + λ),
we can define a new process Ỹ via Doob’s h-transform

Py(Ỹt ∈ A) =
e−(mh+λ)t

h(y)
Ey

[
1{X̃t∈A}h

(
X̃t

)]
.
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process Y process Ỹ
LY = 1

2∂
2
y − c(y) L

Ỹ
= 1

2∂
2
y − c̃(y)

λ-invariant function h(y) c̃(y) = mh +
(h′(y)
h(y)

)2 − c(y)

↓ ↑

Doob’s h-transform of Y Doob’s h-transform of X̃

↓ ↑

process X → Siegmund dual of X → process X̃

LX = 1
2∂

2
y +

h′(y)
h(y) ∂y (see Theorem 3.1) L

X̃
= 1

2∂
2
y −

h′(y)
h(y) ∂y

Table 1. The three steps in constructing Darboux transform of killed Brownian motion process Y .

The infinitesimal generator of Ỹ is

L
Ỹ
=

1

h
L
X̃
h− (mh + λ) =

1

2
∂2y − c̃(y),

where

c̃(y) = mh +

(
h′(y)

h(y)

)2

− c(y). (4.11)

Note that c̃(y) is a nonnegative continuous function on (l, r). This is due to the way we definedmh

in (4.3) and due to Assumption 4.1. Thus we can identify Ỹ as a Brownian motion killed at
rate c̃(y).

Definition 4.7. We call the process Ỹ constructed above the Darboux transform of the killed
Brownian motion process Y . The positive λ-invariant function h used in this construction is
called the seed function.

We summarize the steps in our construction of the Darboux transformed process Ỹ in Table 1.
We want to emphasize that this construction depends on the positive λ-invariant function h and
requires Assumptions 4.1 and 4.3. In practical applications, we find a λ-invariant function h
by solving the equation LY h = λh with appropriate boundary conditions at each non-singular
boundary. These two conditions alone do not guarantee that h is λ-invariant (see [12, 25]);
thus, to verify that this candidate function h is indeed λ-invariant, we check that (4.1) holds by
actually computing the left-hand side (an alternative way is to apply [12, Theorem 2.7] or [25,
Corollary 2.2]). The condition mh < ∞ of Assumption 4.1 is easy to verify directly (once we
have expressions for c(x) and h(x)). Assumption 4.3 is covered by Proposition 4.4 in most cases
of interest.

Next, we present our main result in this section, which connects transition probability den-
sities of the process Y and its Darboux transform Ỹ .

Theorem 4.8. Let Y be a killed Brownian motion on (l, r) that has one of elastic/reflecting/kil-
ling boundary conditions at each non-singular boundary point. Assume that h is a positive λ-
invariant function for Y and that both Assumptions 4.1 and 4.3 are satisfied. Let Ỹ be the
Darboux transform of Y , constructed with the seed function h. Then for t > 0, x, y ∈ (l, r) we
have

pỸt (x, y) = e−(mh+2λ)th(x)

h(y)
∂x

[
1

h(x)

∫ r

y
pYt (x, u)h(u)du

]
. (4.12)

If Y has a non-singular boundary point with a reflecting or elastic boundary condition, then this
point is also non-singular for Ỹ with a killing boundary condition.
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Proof. Since X
(
respectively, Ỹ

)
is the Doob’s h-transform of Y

(
respectively, X̃

)
, their tran-

sition probability densities satisfy

pXt (x, y) =
e−λt

h(x)
pYt (x, y)h(y), pỸt (x, y) =

e−(mh+λ)t

h(x)
pX̃t (x, y)h(y).

The transition probability densities of X̃ andX are related via (3.13). Combining these identities
and using the symmetry of pỸt (x, y) with respect to x and y, we obtain (4.12).

Assume that l is a non-singular boundary points for Y with a reflecting or elastic boundary
condition. According to Proposition 4.4, we have h(l+) > 0 and this boundary point is also
non-singular for X with a reflecting boundary condition. Then its Siegmund dual X̃ has a killing
boundary condition (see Theorem 3.1), which is preserved when we construct the process Ỹ via
Doob’s h-transform of X̃. The last statement uses the fact that h(l+) > 0 and can be proved
by exactly the same argument as was used in the proof of Proposition 4.4. ■

Theorem 4.8 states exact conditions under which our informal construction presented in Sec-
tion 1 yields a correct (up to an exponential factor) transition probability density of a diffusion
process. That informal construction relied on the intertwining relation between the genera-
tors (1.5), and we hypothesised that it can be extended to an intertwining relation on the
corresponding Markov semigroups (1.6). We would like to point out the references [5, 13, 26],
where intertwining was applied to semigroups of diffusion processes. It would be interesting to
see if a more direct proof of Theorem 4.8 could be given, where the intertwining relation between
semigroups would play a prominent role. We leave this question to future work.

Importance of λ-invariance of h. As we discussed in the introduction, to define the
Darboux transform of operator L we need a positive function h that satisfies Lh = λh. If h is
λ-invariant for the process Y , then h necessarily satisfies LY h = λh. However, the converse is
not true: a function satisfying LY h = λh may fail to satisfy the boundary conditions and thus
would not be a λ-invariant function. The λ-invariance condition on h is very important for our
construction of Darboux transformed process and in general it can not be relaxed.

As an example, consider a process Y , which is a Brownian motion on (0,∞) reflected at zero.
The transition probability of Y (with respect to Lebesgue measure) is

pYt (x, y) =
1√
2πt

(
e−

1
2t
(y−x)2 + e−

1
2t
(y+x)2

)
, t, x, y > 0.

The infinitesimal generator is LY = 1
2∂

2
y . The point l = 0 is a non-singular boundary and

we have a boundary condition f ′(0+) = 0. Consider a function h(y) = y. This function is
a solution to LY h = 0, but it is not an invariant function for Y , since h does not satisfy the
reflecting boundary condition at zero. If we take the above expression for pYt (x, y) and compute
the expression in the right-hand side of (4.12) (with h(y) = y), we would obtain

h(x)

h(y)
∂x

[
1

h(x)

∫ r

y
pYt (x, u)h(u)du

]
=

1√
2πt

[
e−

1
2t
(y−x)2

(
1− t

xy

)
− e−

1
2t
(y+x)2

(
1 +

t

xy

)]
.

The expression in the right-hand side is negative for small values of y, thus it can not be
a transition probability density. This example confirms that λ-invariance of h is a condition
that can not be relaxed.

A connection with Krein dual strings. The second step in our construction of the
Darboux transformed process (see Table 1) is closely related to the concept of Krein dual strings,
see [8, 22]. To demonstrate this connection, we introduce two increasing functions u(x) and v(x)
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via u′(x) = h2(x) and v′(x) = 2h−2(x) and define diffusion processes Vt = v(Xt) and Ut = u
(
X̃t

)
.

These are processes in natural scale (the functions v and u are scale functions for X and X̃),
and their infinitesimal generators can be written as follows:

LU =
d

dM(u)

d

du
, LV =

d

dm(v)

d

dv
,

where M and m are speed measures of U and V (see (2.1))

dm

dv
=

1

2
h4(x(v)),

dM

du
= 2h−4(x(u)).

Here x(u) and x(v) are the inverse functions of u(x) and v(x). One can check that dM
dm

dm
dv = 1,

which means that m(v) is the inverse function of M(u). This shows that m is the Krein dual
string of M , in the terminology of [8, 22].

5 Examples

In this section, we present five examples of Darboux transformed processes. In the first four
examples, we take the process Y to be the Brownian motion on an interval (l, r) with various
boundary conditions, and our last example is related to the Ornstein–Uhlenbeck process. For
all killed Brownian motion processes in this section, we take the speed measure dm(x) = dx, so
that the transition probability density and the Green’s function for each process are given with
respect to the Lebesgue measure.

Our goal in this section is to compute the transition probability density of the transformed
process Ỹ and (in most cases) to provide its spectral expansion. Computing pỸt (x, y) via (4.12)
is very time-consuming if done by hand. Instead, we obtained all expressions for pỸt (x, y) in this
section using symbolic computations, and then we verified numerically that our formulas were
correct. The Matlab programs for verifying these formulas via symbolic computations can be
found at kuznetsovmath.ca.

Some computations in this section will require the following simple result (which is probably
well known, but we could not find it in the literature in this exact form).

Lemma 5.1. Consider a second-order linear differential operator L = 1
2∂

2
y − c(y), where c is

a continuous function of y ∈ (l, r). Assume that h, f and g are C2 functions on (l, r) such that

(i) h is positive and satisfies Lh = λh for y ∈ (l, r);

(ii) g satisfies Lg = µg for y ∈ (l, r).

Denote f̃ = Dhf and g̃ = Dhg. Then∫
f̃(y)g̃(y)dy = f(y)g̃(y) + 2(λ− µ)

∫
f(y)g(y)dy. (5.1)

If f also satisfies Lf = µf for y ∈ (l, r), then

Wr
[
f̃ , g̃
]
= 2(λ− µ)Wr[f, g]. (5.2)

The proof of (5.2) is obtained by calculating Wr
[
f̃ , g̃
]
and using the fact that g′′ = 2(c+µ)g

and h′′ = 2(c+ λ)h. Formula (5.1) is derived in a similar way, first by taking derivative in y of
both sides and then simplifying the result using the above identities for g′′ and h′′.

We also record here the following useful fact
(
which follows from the intertwining relation (1.5)

and our construction of Darboux transformed process Ỹ
)

LY f = (µ+mh + 2λ)f =⇒ L
Ỹ
(Dhf) = µ(Dhf). (5.3)

https://kuznetsovmath.ca/
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5.1 Brownian motion on R

We take Y to be a standard Brownian motion on R. In this case, we have l = −∞, r = +∞,
both boundaries are natural and the transition probability density of Y is

pYt (x, y) =
1√
2πt

e−
1
2t
(y−x)2 , t > 0, x, y ∈ R.

The infinitesimal generator is LY = 1
2∂

2
y , thus the killing term c(x) is zero. We set λ = 1/2 and

take h(x) = cosh(x). Note that h solves the equation LY h = λh. To check that h is indeed
λ-invariant for Y , we verify that∫ r

l
pYt (x, y)h(y)dy = eλth(x). (5.4)

The integral in the left-hand side can be easily computed explicitly. We also provide theMatlab
code for symbolic verification of this result. Another way to prove that h is λ-invariant is via [12,
Theorem 2.7] or [25, Corollary 2.2].

Next, we verify that Assumption 4.1 holds with mh = 0 and Assumption 4.3 is also satisfied
since both boundaries are natural for the process X with the generator given in (4.5). Thus,
we can construct the Darboux transformed process Ỹ and identify it as a Brownian motion
on R killed at rate c̃(y) = tanh(y)2 (this latter expression follows from (4.11)). The transition
probability density of Ỹ is given by

pỸt (x, y) =
1√
2πt

e−t− 1
2t
(y−x)2

+
e−

t
2

2 cosh(x) cosh(y)

[
Φ

(
y − x+ t√

t

)
− Φ

(
y − x− t√

t

)]
, (5.5)

where Φ(x) is the CDF of standard normal distribution. Formula (5.5) was obtained from (4.12)
by symbolic computation (and then verified numerically).

Now we turn our attention to the Green’s function of Ỹ . The fundamental increasing/decreas-
ing solutions of LY f = µf (with µ > 0) are ψY

µ (y) = exp
(√

2µy
)
and φY

µ (y) = exp
(
−
√
2µy

)
.

Let us denote F (z, y) = Dhe
zy = ezy(z − tanh(y)). The functions

ψỸ
µ (y) := F

(√
2(1 + µ), y

)
, φỸ

µ (y) := F
(
−
√

2(1 + µ), y
)

are the increasing/decreasing fundamental solutions to L
Ỹ
f = µf (this follows from (5.3)). With

the help of (5.2) we compute Wr
[
φỸ
µ ;ψ

Ỹ
µ

]
= −2(1 + 2µ)

√
2(1 + µ) and using (2.3) we find the

Green’s function of Ỹ in the form

GỸ
µ (x, y) = − 1√

2(1 + µ)(1 + 2µ)

×

{
F
(√

2(1 + µ), x
)
F
(
−
√

2(1 + µ), y
)

if x < y,

F
(
−
√

2(1 + µ), x
)
F
(√

2(1 + µ), y
)

if y < x.
(5.6)

We claim that the transition probability density of Ỹ can be written in the following spectral
representation form

pỸt (x, y) =
e−

t
2

2 cosh(x) cosh(y)
+

1

2π

∫
R
e−(1+ z2

2
)tF (iz, x)F (−iz, y)

dz

1 + z2
. (5.7)
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There are three ways how one can obtain this result. The first method is to use general Sturm–
Liouville theory (see [31, Section 2.2]). The second is to write the transition probability density
as the inverse Laplace transform of the Green’s function in (5.6)

pỸt (x, y) =
1

2π

∫
c+iR

GỸ
µ (x, y)e

µtdµ, c > 0,

and transform the contour of integration to a Hankel-type contour, which goes around the
interval (−∞,−1] in the counterclockwise direction (starting at −∞). While transforming this
contour of integration we will collect a residue at µ = −1/2, which will give us the first term
in (5.7), and the integral over Hankel’s contour will give the integral term in (5.7). The third
method is probably the simplest (though the least enlightening): we compute the integral in the
right-hand side of (5.7) and transform the resulting expression into the form (5.5). More details
on this last method are provided in Appendix A.

The formula (5.7) shows that the effect of Darboux transformation on the spectral repre-
sentation of the transition semigroup of the diffusion process Y is that we have shifted the
spectrum by −1 and inserted a new eigenvalue at −1/2 (with the corresponding eigenfunc-
tion 1/h(x) = 1/ cosh(x)).

5.2 Brownian motion on (0,∞), killed at 0

Now we take Y to be a Brownian motion on (0,∞), killed at the first time it hits 0. The
transition probability density is given by

pYt (x, y) =
1√
2πt

(
e−

1
2t
(y−x)2 − e−

1
2t
(y+x)2

)
=

2

π

∫ ∞

0
e−

z2

2
t sin(zx) sin(zy)dz,

t > 0, x, y > 0,

see [6, p. 120]. The infinitesimal generator is L̃Y = 1
2∂

2
y , the killing term c(x) is zero. The

point l = 0 is a non-singular boundary for Y and we have a killing boundary condition f(0+) = 0.
We set λ = 1/2 and find a function h(x) = sinh(x) by solving equation LY h = λh with the
boundary condition h(0+) = 0 and then we verify that (5.4) holds with λ = 1/2 (and l = 0,
r = +∞) (or we apply [12, Theorem 2.7] or [25, Corollary 2.2]). Thus h is λ-invariant for Y .

We check that Assumption 4.1 holds with mh = 0 and that Assumption 4.3 is also satisfied,
since both boundaries are natural for the process X with the generator given in (4.5). The
process Ỹ (the Darboux transform of Y ) is a killed Brownian motion on (0,∞) with the killing
rate c̃(y) = coth2(y). Both boundaries 0 and +∞ are natural for Ỹ . The transition probability
density of Ỹ is

pỸt (x, y) =
e−t

√
2πt

(
e−

1
2t
(y−x)2 + e−

1
2t
(y+x)2

)
+

e−t/2

2 sinh(x) sinh(y)

×
[
Φ

(
y − x− t√

t

)
+Φ

(
y + x+ t√

t

)
− Φ

(
y + x− t√

t

)
− Φ

(
y − x+ t√

t

)]
.

The fundamental increasing/decreasing solutions to L
Ỹ
f = µf are

ψỸ
µ (x) =

1

z2 − 1
(z cosh(zx)− sinh(zx) coth(x)), φỸ

µ (x) = e−zx(z + coth(x)),

where we denoted z =
√
2(µ+ 1). The Green’s function for the process Ỹ is

GỸ
µ (x, y) =

2√
2(µ+ 1)

×

{
ψ̃+
µ (x)φ̃

−
µ (y) if x < y,

φ̃−
µ (x)ψ̃

+
µ (y) if y < x.
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The spectral representation for p̃Ỹt (x, y) is given by

pỸt (x, y) =
2

π

∫ ∞

0
e−(1+ z2

2
)tf(z, x)f(z, y)

dz

1 + z2
, (5.8)

where we denoted f(z, y) := z cos(zx)−sin(zx) coth(x). In this case, the Darboux transformation
has resulted in shifting the spectrum by −1, but no new eigenvalues are created. Intuitively
this can be explained by noting that the function 1/h(x) = 1/ sinh(x) (which would be the
candidate eigenfunction with the eigenvalue −1/2 for the transition semigroup of Ỹ ) is not
in L2((0,∞),dx).

5.3 Brownian motion on (0,∞), killed elastically at 0

Next, we consider the example when Y is a Brownian motion on (0,∞) killed elastically at
zero, see [6, p. 125]. In this case, the infinitesimal generator is LY = 1

2∂
2
y , the killing term c(x)

is zero. The point l = 0 is a non-singular boundary for Y and we have an elastic boundary
condition f ′

(
0+
)
= γf(0+), where γ > 0. The transition probability is

pYt (x, y) =
1√
2πt

[
e−

1
2t
(y−x)2 + e−

1
2t
(y+x)2

]
− 2γeγ(x+y)+ γ2t

2 Φ

(
−x+ y + γt√

t

)
.

We set λ = 1/2 and solving the equation LY h = λh with the boundary condition h′
(
0+
)
=

γf(0+) we find a solution

h(y) = ey + βe−y, (5.9)

where β := (1 − γ)/(1 + γ) and then we check that h is indeed λ-invariant for Y by verifying
that (5.4) holds.

Assumption 4.1 holds with mh = 0 and Assumption 4.3 is also satisfied (here we use Proposi-
tion 4.4 for the left boundary). The Darboux transform of Y is a process Ỹ , which is a Brownian
motion on (0,∞) killed at rate c̃(y) = (h′(y)/h(y))2. The left boundary l = 0 is a non-singular
boundary for Ỹ , and we have a killing boundary condition at this point. In order to simplify
the expression for c̃, we introduce a positive parameter α such that |β| = exp(−2α) and with
the help of this parameter we can express h in the following form: h(y) = 2e−α cosh(y + α)
if γ ∈ (0, 1), h(y) = exp(y) if γ = 1 and h(y) = 2e−α sinh(y + α) if γ > 1. Thus, the killing rate
of Ỹ is given by

c̃(y) =


tanh2(y + α) if γ ∈ (0, 1),

1 if γ = 1,

coth2(y + α) if γ > 1.

The transition probability density of Ỹ is

pỸt (x, y) =
e−t

√
2πt

[
e−

1
2t
(y−x)2 − e−

1
2t
(y+x)2

]
− 8γβ

h(x)h(y)
eγ(x+y)+( γ

2

2
−1)t

× sinh(x) sinh(y)Φ

(
−y + x+ γt√

t

)
+

2βe−
t
2

h(x)h(y)

[
Φ

(
y + x− t√

t

)
+Φ

(
y − x+ t√

t

)
− Φ

(
y + x+ t√

t

)
− Φ

(
y − x− t√

t

)]
, (5.10)

where h is given by (5.9). Note that when γ = 1, we obtain the following result: Dar-
boux transform of Brownian motion on (0,∞) killed elastically at zero with boundary con-
dition f ′(0+) = f(0+) is the Brownian motion on (0,∞) killed at rate one and killed at the first
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time it hits zero. The simplicity of this result suggests that it may have a pathwise explanation,
but we were not able to find it.

For the process Ỹ in this section, we did not derive the spectral representation of the semi-
group, as the resulting expressions were rather complicated.

The results obtained in this section lead to the following.

Corollary 5.2. Let W be a standard Brownian motion, γ ∈ (0,∞) \ {1}, β = (1 − γ)/(1 + γ)
and |β| = exp(−2α). Then for t > 0 and x, y > α

Ex

[
e−

∫ t
0 κ(Ws)ds1{Wt≤y, min

0≤s≤t
Ws>α}

]
=

∫ y−α

0
pỸt (x− α, u)du, (5.11)

where

κ(x) =

{
tanh2(x) if γ ∈ (0, 1),

coth2(x) if γ > 1,

and pỸt (x, y) is given by (5.10).

Proof. Using the representation of Ỹ as a Brownian motion on (0,∞), killed at rate c̃(x) =
κ(x+ α) and also killed at the first time it reaches zero, we can write∫ y−α

0
pỸt (x− α, u)du = Px−α(Ỹt ≤ y − α) = Ex−α

[
e−

∫ t
0 κ(Bs+α)ds1{Bt≤y−α, min

0≤s≤t
Bs>0}

]
,

where B is the standard Brownian motion process. To obtain (5.11), we denote Wt = Bt + α
and use translation invariance of Brownian motion. ■

Taking derivatives with respect to y and α allows us to obtain the joint probability density
function of the Brownian motion killed at rate κ(x) and of its running minimum. This extends
the results of Sections 5.1 and 5.2 by providing information on the running minimum of the
process Ỹ constructed in those sections.

Remark 5.3. As discussed in the introduction, the Darboux transformation of second-order
linear differential operators is invertible. Starting with an operator L and a positive formal
eigenfunction h such that Lh = λh, we obtain Darboux transformed operator L̃, for which 1/h is
also a formal eigenfunction. Applying Darboux transformation to L̃ with the seed function 1/h,
we recover the original operator L. However, this inversion does not work on the level of
transition semigroups of diffusion processes. Consider the process Y from this section and the
function h given by (5.9). The function f = 1/h is positive and satisfies the equation L

Ỹ
f = λf

(with λ = 1/2), but it is not a λ-invariant function for Ỹ , since it does not satisfy the boundary
condition at 0 (recall that the process Ỹ has a killing boundary condition at zero).

5.4 Brownian motion on (0, 1), killed at 0 or 1

Let Y be a Brownian motion on (0, 1) killed at both boundaries, see [6, p. 122]. The transition
probability density is

pYt (x, y) = 2
∑
n≥1

e−
1
2
π2n2t sin(πnx) sin(πny).

The above formula can be seen as a spectral representation of the transition density of Y
in L2((0, 1),dx). Using orthogonality of {sin(nπy)}n≥1 on the interval (0, 1), it is easy to check
that h(y) = sin(πy) is λ-invariant function for Y with λ = −π2/2. We check that Assumption 4.1
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holds with mh = 0 and that Assumption 4.3 is also satisfied, since both boundaries are natural
for the process X with the generator given in (4.5). The Darboux transformed process Ỹ is
a Brownian motion on (0, 1), killed at rate c̃(x) = π2 cot2(πx). Both boundaries are natural
for Ỹ . The transition probability density is obtained using (4.12) and has the form

pỸt (x, y) = 2
∑
n≥2

e−
1
2
π2(n2−2)t

n2 − 1
fn(x)fn(y), (5.12)

where we denoted

fn(x) :=
1

π
Dh sin(nπx) = n cos(πnx)− sin(πnx) cot(πx).

The functions {fn}n≥0 are orthogonal in L2((0, 1),dx)∫ 1

0
fn(x)fm(x)dx =

1

2

(
n2 − 1

)
δn,m, n,m ≥ 2.

This result follows by applying (5.1) with f = sin(nπx) and g = sin(mπx). Thus formula (5.12)
gives a spectral representation of the transition probability density of Ỹ in L2((0, 1),dx). In
this case, the Darboux transformation removes the first eigenvalue from the spectrum of LY and
shifts all eigenvalues by −2λ.

Now we can repeat this construction. We note that f2(x) = −2 sin2(πx), thus h1(y) =
−f2(y) = 2 sin2(πy) is a positive λ-invariant function for Ỹ , with λ = −π2. Applying Darboux
transformation to Ỹ with this λ-invariant function h̃, we obtain a new diffusion process, which we
denote by Y (2). This process is a Brownian motion on (0, 1) killed at rate c(2)(x) = 3π2 cot2(πx)
and having transition probability density

p
(2)
t (x, y) = 2

∑
n≥3

e−
1
2
π2(n2−6)t

(n2 − 1)(n2 − 4)
f (2)n (x)f (2)n (y), (5.13)

where

f (2)n (x) :=
1

π
Dh1fn(x) = −(2 + n2) sin(πnx) + 3 sin(πnx) csc2(πx)− 3n cos(πnx) cot(πx).

The formula (5.13) again gives us a spectral representation of the transition probability density
of the process Y (2) in L2((0, 1),dx).

This process can be repeated indefinitely. The first eigenfunction of the transition semigroup
must have a constant sign on (0, 1), thus we can take λ-invariant function h to equal to this first
eigenfunction or its negative. After performing Darboux transformm times, we will obtain a pro-
cess Y (m), which is a Brownian motion on (0, 1), killed at rate c(2)(x) = 1

2m(m+ 1)π2 cot2(πx).
The transition probability can be written in the following form:

p
(m)
t (x, y) = 2

∑
n≥m+1

e−
1
2
π2(n2−m(m+1))t

m∏
j=1

(
n2 − j2

) f (m)
n (x)f (m)

n (y), (5.14)

where the functions f
(m)
n can be given explicitly in terms of Gegenbauer polynomials and also

in terms of certain Wronskian determinants. The proof of (5.14) will appear in the forthcoming
paper [33].
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5.5 Brownian motion on R killed at rate y2/2

Let Y be a Brownian motion on R killed at rate c(y) = y2/2. It is known that its transition
probability density function is given by Mehler’s kernel

pYt (x, y) =
1√

2π sinh(t)
exp

(
−1

2
coth(t)

(
x2 + y2

)
+

xy

sinh(t)

)
=

1√
π
e−

1
2
(x2+y2)

∑
n≥0

e−(n+ 1
2
)t

2nn!
Hn(x)Hn(y).

Here Hn(x) denote Hermite polynomials. The process Y is closely related to the Ornstein–
Uhlenbeck process Z, which has infinitesimal generator LZ = 1

2∂
2
z − z∂z. It is known (and easy

to check) that Y is Doob’s h-transform of Z

Pz(Yt ∈ A) = e−
t
2
− 1

2
z2Ez

[
e

1
2
Z2
t 1{Zt∈A}

]
.

Next, we will discuss how to find a λ-invariant function for the process Y . It is known
(see [17, Example 2.3]) that the functions fn(y) = e−y2/2Hn(y) and gn(y) = iney

2/2Hn(iy) are
formal eigenfunctions of the operator L = 1

2

(
∂2y − y2

)
. Hermite polynomials Hn(y) have real

zeros if n ≥ 1 and the functions Hn(iy) have a zero at y = 0 when n is odd, so these are not good
candidates for a positive λ-invariant function and we should take h as a multiple of f0 or g2n.
Taking h(y) = exp

(
±y2/2

)
does not lead to a new process, as c̃(y) given by (4.11) is equal

to c(y) up to a constant. Thus, the first non-trivial example can be obtained when we take h as
a multiple of g2(y). We set h(y) = ey

2/2
(
2y2 + 1

)
and check (by computing the integral in (5.4)

symbolically or by applying [12, Theorem 2.7] or [25, Corollary 2.2]) that h is λ-invariant for Y
with λ = 5/2. Now we can construct the Darboux transformed process Ỹ , which is a Brownian
motion on R killed at rate

c̃(y) =
y2

2
+

8y2
(
2y2 + 3

)(
2y2 + 1

)2 .

The transition probability density of Ỹ (computed via (4.12)) has a surprisingly simple form

pỸt (x, y) = pYt (x, y)× e−4t

[
1 +

4 sinh(t)
(
et − 2xy

)(
2x2 + 1

)(
2y2 + 1

)] . (5.15)

Next, we present the spectral expansion of the transition probability density. The oper-
ator LY = 1

2

(
∂2y − y2

)
has a complete set of orthogonal eigenfunctions fn(y) = e−y2/2Hn(y)

in L2(R, dx). We know that 1/h(y) is a formal eigenfunction of Ỹ . We can expect that
f̃n(y) = Dhfn(y) to be the eigenfunctions of L

Ỹ
in L2(R, dx). We compute

f̃n(y) = Dhfn(y) = f ′n(y)−
h′(y)

h(y)
fn(y) =

Qn(y)

h(y)
,

where Qn(y) is the following polynomial

Qn(y) = Wr[h, fn] = 2n
(
2y2 + 1

)
Hn−1(y)−

(
4y3 + 6y

)
Hn(y), n ≥ 0.

Note that Qn are polynomials of degree n+ 3.

Proposition 5.4. The set of polynomials {1} ∪ {Qn}n≥0 is a complete orthogonal set in the
space L2(R, ν(dy)), where

ν(dy) := h−2(y)dy =
e−y2(

2y2 + 1
)2dy.
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The transition probability density of Ỹ has spectral representation

pỸt (x, y) =
1√
π

e−
1
2
(x2+y2)(

2x2 + 1
)(
2y2 + 1

) ×
2e− 5

2
t +
∑
n≥0

e−(n+11/2)t Qn(x)Qn(y)

2n+1n!(n+ 3)

 . (5.16)

Proof. Let S = {0, 3, 4, 5, 6, . . . } be the set of non-negative integers that is missing {1, 2} and
let us define polynomials H

(1)
n (y) via

H(1)
n (y) = Wr[H1, H2, Hn](y) = 16Hn(y)− 16xH ′

n(y) + 4
(
2x2 + 1

)
H ′′

n(y).

Note that H
(1)
n ̸= 0 if and only if n ∈ S. The polynomials

{
H

(1)
n

}
n∈S are the exceptional Hermite

polynomials corresponding to the partition 2 = 1+1, see [15, Definition 5.1]. It is known (see [15,
Propositions 5.7 and 5.8]) that

{
H

(1)
n

}
n∈S form a complete orthogonal set in L2(R, ν(dx)) with

the squared norm∫
R
H(1)

n (y)2ν(dy) =
√
π2n+6n!(n− 1)(n− 2). (5.17)

Using [16, Theorem 3.1], we can write

H(1)
n (y) = −16(n+ 1)(n+ 2)Qn(y), n ≥ 0, (5.18)

and clearly H
(1)
n (y) = 16. Thus the polynomials

{
H

(1)
n

}
n∈S and {1}∪{Qn}n≥0 are identical, up

to a multiplicative constant. This implies that the functions {1/h}∪{Qn/h}n≥0 form a complete
orthogonal set of eigenfunctions of L

Ỹ
in L2(R, dx) with eigenvalues −5/2 and −(n + 11/2),

n ≥ 0. The L2-norm of these functions can be found via (5.17) and (5.18) (though one could
find the norms of Qn/h more directly via Lemma 5.1∫

R

1

h(y)2
dy = ν(R) =

√
π

2
,

∫
R

Qn(y)
2

h(y)2
dy =

∫
R
Qn(y)

2ν(dy) =
√
π2n+1n!(n+ 3).

One can now write down the transition probability density of Ỹ in the form (5.16). ■

In conclusion, we would like to discuss the connection of our results with the existing literature
on Darboux transformation and propagators of for the one-dimensional Schrödinger equation.
Our formula (4.12) has an analogue in [28, Theorem 2]. The example in Section 5.1 should be
compared with the results of [27] and the example in Section 5.4 with [28, Example 5.1]. Our
example in this section is closely related to the propagators of rational extensions of harmonic
oscillator considered in [29]. Moreover, the results in [29] imply that if the potential

u(y) = y2 +
a(y)

b(y)

is a rational extension of harmonic oscillator (as defined in [15]) then the process Ỹ , which is
the Brownian motion on R killed at rate c̃(y) = u(y)/2, will have transition probability density
of the form similar to (5.15)

pỸt (x, y) = pYt (x, y)× e−ctQ
(
x, y, et

)
R(x, y)

,

where c is a constant and Q(x, y, z) and R(x, y) are certain polynomials that can be computed
explicitly. Thus, there exists a hierarchy of diffusion processes on R, which could be called
rational extensions of Ornstein–Uhlenbeck process, for which the transition probability density
can be computed in a fairly simple form. We plan to investigate this family of diffusion processes
in future work.
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A Proof of identities (5.7) and (5.8)

We begin with the following result

ew

2π

∫
R

e−t z
2

2
+izw

iz + 1
dz = e

t
2Φ

(
w − t√

t

)
, t > 0, w ∈ R, (A.1)

which can be established by taking the derivative in w of both sides and computing the integral
in the left-hand side. From (A.1), we obtain the following pair of Fourier transform identities:

1

2π

∫
R

e−t z
2

2
+izw

1 + z2
dz =

1

2

[
e

t
2
+wΦ

(
−w + t√

t

)
+ e

t
2
−wΦ

(
w − t√

t

)]
, (A.2)

i

2π

∫
R

e−t z
2

2
+izw

1 + z2
zdz =

1

2

[
e

t
2
+wΦ

(
−w + t√

t

)
− e

t
2
−wΦ

(
w − t√

t

)]
. (A.3)

We write

F (iz, x)F (−iz, y) = eiz(x−y)
[(
1 + z2

)
+ iz(tanh(x)− tanh(y)) + (tanh(x) tanh(y)− 1)

]
and now we can compute the integral in (5.7)

1

2π

∫
R
e−(1+ z2

2
)tF (iz, x)F (−iz, y)

dz

1 + z2

=
1√
2πt

e−t− 1
2t
(x−y)2 +

1

2
(tanh(x)− tanh(y))

×
[
e−

t
2
+(x−y)Φ

(
y − x− t√

t

)
− e−

t
2
−(x−y)Φ

(
x− y − t√

t

)]
+

1

2

(
tanh(x) tanh(y)− 1)

×
[
e−

t
2
+(x−y)Φ

(
y − x− t√

t

)
+ e−

t
2
−(x−y)Φ

(
x− y − t√

t

)]
.

Plugging the above expression into the right-hand side of (5.7) and simplifying the result will
give us pỸt (x, y).

The proof of (5.8) is very similar. We write the integral in the right-hand side of (5.8) as
a sum of five integrals∫ ∞

0
e−(1+ z2

2
)tf(z, x)f(z, y)

dz

1 + z2

=

∫ ∞

0
e−(1+ z2

2
)t cos(zx) cos(zy)dz − coth(x)

∫ ∞

0
e−(1+ z2

2
)t cos(zy) sin(zx)

1 + z2
zdz

− coth(y)

∫ ∞

0
e−(1+ z2

2
)t cos(zx) sin(zy)

1 + z2
zdz

+ coth(x) coth(y)

∫ ∞

0
e−(1+ z2

2
)t sin(zx) sin(zy)

1 + z2
dz

−
∫ ∞

0
e−(1+ z2

2
)t cos(zx) cos(zy)

1 + z2
dz.

Each of these integrals can be computed by using product-to-sum identities for the trigonometric
functions and applying Fourier transform identities (A.2) and (A.3). The resulting expression,
when plugged into the right-hand side of (5.8), after some long and tedious simplifications, will
give us pỸt (x, y).
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B Proof of (ii)

We present the proof in the case when l is a non-singular boundary for the process Y from
Section 4. The proof for the case when r is non-singular is identical. We recall that LY =
1
2∂

2
y − c(y) (where c is a positive continuous function on (l, r)) and that the boundary l is

non-singular for Y if and only if l is finite and∫ z

l
c(y)dy <∞, (B.1)

for some z ∈ (l, r). Let λ be a real number and h be a λ-invariant function for Y .
First, let us establish the following result: any positive solution to LY f = λf must be

bounded on (l, z). This result is undoubtedly known in Sturm–Liouville theory, but we were
unable to find a reference, so we will include a short proof here. We denote g(y) = f ′(y)/f(y)
and check that g satisfies the Riccati equation g′(y) = 2(c(y) + λ) − g(y)2, y ∈ (l, r), which
implies (by integrating over y ∈ (w, z))

g(z)− g(w) ≤ 2λ(z − w) + 2

∫ z

w
c(y)dy, l < w < z < r.

Therefore, −g(w) is bounded from above on the interval (l, z) (due to (B.1)), and since

f(y) = f(z) exp

(
−
∫ z

y
g(w)dw

)
, l < y < z,

we conclude that f is also bounded on (l, z).
Now we are ready to prove that h satisfies the appropriate boundary condition at l. We denote

by ψµ and φµ the fundamental increasing/decreasing solutions to LY f = µf . We will show that h
satisfies the same boundary condition at l as ψµ. The starting point is the identity (4.2), which,
coupled with the representation (2.3) for the Green’s function of the process Y , gives us

h(x) = (µ− λ)

[
φµ(x)

∫ x

l
ψµ(y)h(y)dy + ψµ(x)

∫ r

x
φµ(y)h(y)dy

]
.

The above holds for µ > max(0, λ) and x ∈ (l, r). As we established above, both functions φµ

and h are bounded (thus, integrable) on (l, z), thus we can rewrite the above identity in the
form

h(x) = (µ− λ)ψµ(x)

∫ r

l
φµ(y)h(y)dy + (µ− λ)φµ(x)

∫ x

l

(
ψµ(y)− ψµ(x))h(y)dx

− (µ− λ)ψµ(x)

∫ x

l

(
φµ(y)− φµ(x))h(y)dx.

Since ψµ, φµ and h are bounded on (l, z), the above identity implies that as x→ l+ we have

h(x) = Cψµ(x) +O(x− l), (B.2)

h′(x) = Cψ′
µ(x) + φ′

µ(x)O(x− l) + ψ′
µ(x)O(x− l), (B.3)

where we denoted

C = C(µ, λ) := (µ− λ)

∫ r

l
φµ(y)h(y)dy.

If we have a killing boundary condition for Y at point l, that is f(l+) = 0, then (B.2) im-
plies h(l+) = ψµ(l+) = 0. If we have a reflecting boundary condition at l, then ψ′

µ(l+) = 0
and (B.3) implies h′(l+) = 0. Here we also need the fact that ψ′

µ(x) and φ′
µ(x) are bounded

near point l (the first one is bounded near l since ψµ(x) is convex and increasing and the sec-
ond one is bounded because the Wronskian Wr[φλ;ψλ] is a non-zero constant). In the case
when we have an elastic boundary condition for Y at point l, that is f(l+) = γf ′(l+), we can
obtain h(l+) = γh′(l+) using the same argument.
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