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Abstract. Given a monotone Lagrangian L in a compact symplectic manifold X, we
construct a commutative diagram relating the closed-open string map COλ : QH∗(X) →
HH∗(F(X)λ) to a variant of the length-zero closed-open map on L incorporating k[H1(L;Z)]
coefficients, denoted CO0

L. The former is categorically important but very difficult to com-
pute, whilst the latter is geometrically natural and amenable to calculation. We further
show that, after a suitable completion, injectivity of CO0

L implies injectivity of COλ. Via
Sheridan’s version of Abouzaid’s generation criterion, this gives a powerful tool for proving
split-generation of the Fukaya category. We illustrate this by showing that the real part of
a monotone toric manifold (of minimal Chern number at least 2) split-generates the Fukaya
category in characteristic 2. We also give a short new proof (modulo foundational assump-
tions in the non-monotone case) that the Fukaya category of an arbitrary compact toric
manifold is split-generated by toric fibres.
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1 Introduction

1.1 Hochschild cohomology of the Fukaya category

Let (X,ω) be a compact monotone symplectic manifold of dimension 2n. The monotone Fukaya
category F(X) of X, constructed by Sheridan [54] (see Ritter–Smith [48] for the non-compact
version), is an A∞-category which encodes rich information about the Lagrangian submanifolds
of X and their Floer theory. More precisely, it is a collection of categories F(X)λ, labelled by λ
in our coefficient field k. This λ prescribes the weighted count of pseduoholomorphic discs with
boundary on each Lagrangian.

A powerful way to understand F(X)λ, for example, to prove homological mirror symmetry,
is to find an object L♭ that split-generates it, in the sense that every object in the category
can be built from L♭ by repeatedly taking mapping cones and splitting off summands. Here L♭

denotes a Lagrangian L equipped with various extra data. Given such a split-generator, the
Yoneda embedding lets us view F(X)λ concretely as a category of A∞-modules over end∗

(
L♭

)
=

CF∗(L♭, L♭). More geometrically, if L♭ split-generates F(X)λ, then L must intersect every other
Lagrangian supporting a non-zero object. Identifying split-generators is therefore a central
problem in categorical symplectic topology.

One of the key tools for proving split-generation is the following result, which is discussed in
more detail, and refined in various ways, in Appendix A.
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Theorem 1.1 (generation criterion, Abouzaid [1], Sheridan [54, Corollary 2.19]). If L♭ is an ob-
ject in F(X)λ, and if the composition

COL♭ : QH∗(X)
COλ−−−−−→ HH∗(F(X)λ)

restrict−−−−−−−→ HH∗(CF∗(L♭, L♭)) (1.1)

is injective, then L♭ split-generates F(X)λ.

Here HH∗(F(X)λ) is the Hochschild cohomology of the Fukaya category, which is an impor-
tant Hodge-theoretic invariant in its own right, HH∗(CF∗(L♭, L♭)) is the Hochschild cohomology
of the Floer A∞-algebra of L♭, and COλ is the closed-open string map: a geometrically defined
unital k-algebra homomorphism. These Hochschild invariants are algebraically formidable ob-
jects, involving all of the A∞-operations. They, and the map COλ, are also extremely difficult
to calculate directly, since they are defined by counts of pseudoholomorphic discs with arbi-
trarily many boundary inputs. These require delicate perturbation schemes to makes sense of,
especially when inputs are repeated.

The goal of this paper is to take these objects and connect them to more intuitive and com-
putable geometric constructions, arising from Floer cohomology with coefficients. Our approach
is related to the family Floer theory of Fukaya [28], Abouzaid [2], and Cho–Hong–Lau [14], and
is consistent with the philosophy that repeated insertion of degree 1 boundary inputs should
be equivalent to formal expansion of local systems. The main innovation is that we work with
mixed objects lying between the two sides of the mirror: Hochschild cochains of the Fukaya
category with coefficients in matrix factorisations. In this introduction, we briefly summarise
Floer cohomology with coefficients, before describing the motivating example for this work. We
then set up and state the main results.

1.2 Floer cohomology with coefficients

In the Fukaya category, we typically allow our Lagrangians to be equipped with rank-1 local
systems L over k, i.e., flat k-line bundles. These line bundles weight the operations on the
category according to their monodromies or parallel transport maps around the boundaries of
the pseudoholomorphic discs being counted.

When working with a single Lagrangian L, we can essentially consider all local systems at
once, by working over the group algebra S = k[H1(L;Z)] and weighting each disc by the mono-
mial describing its boundary homology class. We will denote this Floer algebra with coefficients
by CF∗

S(L,L), for reasons that will become clear shortly. Whilst this is a very natural geometric
construction, it does not make sense within the Fukaya category over k; see Section 2.3. In-
stead, we enlarge our coefficient ring to S, denoting the new category by FS(X), and define the
object L ∈ FS(X) to be L equipped with the tautological rank-1 local system over S. Then the
Floer algebra with coefficients is exactly the ordinary Floer algebra of L, justifying our choice of
notation. More generally, we will write CF∗

S and HF∗
S for Floer complexes and their cohomology

computed in FS(X). This may implicitly involve viewing objects of F(X) as objects of FS(X)
by extension of coefficients.

Returning momentarily to the map COL♭ from (1.1), it has a length-zero version

CO0
L♭ : QH∗(X)→ HF∗(L♭, L♭),

obtained by projecting the bar-type Hochschild cochain complex onto its shortest piece. In gen-
eral, this loses much of the information of COL♭ , but it is much easier to calculate since the
discs it counts have no boundary inputs and so sophisticated perturbation schemes are not nec-
essary. Its codomain is also much easier to understand since it only involves the differential
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on CF∗(L♭, L♭), and not the higher operations. By now incorporating weights from S, we can
define analogous map

CO0
L : QH∗(X)→ HF∗

S(L,L).

In practice, it is no harder to compute than CO0
L♭ , but carries more information in the form of

the universal boundary weights, as opposed to the specific weights corresponding to L.

1.3 The motivating example

If X is a compact monotone toric manifold and L is the monotone toric fibre, then it is well-
known, following Batyrev [8] and Givental [36, 37], that QH∗(X) can be described as the Jacobian
ring JacWL of the superpotential of L, whose definition we recall in Section 1.4. Assuming that k
is algebraically closed, or at least contains all critical points of WL, the quantum cohomology
decomposes as a product of ideals QH∗(X)α labelled by critical points α. Under the isomorphism
QH∗(X) ∼= JacWL these correspond to the completions (JacWL)α of JacWL at each α. There
is an induced decomposition of the Fukaya category into pieces F(X)α, each of which contains
the object Lα given by L equipped with the local system (whose monodromy is) described by α.

In [25, Corollary 1.3.1], Evans–Lekili prove that each F(X)α is split-generated by Lα, conclud-
ing the proof of one direction of homological mirror symmetry in this setting [15, Corollary 9.2].
They do not use the generation criterion, which here says that Lα split-generates F(X)α if COLα

is injective on QH∗(X)α. Instead, they exploit the fact that L is a free orbit of a Hamiltonian
torus action on X. However, it is a consequence of their argument [25, Corollary 6.2.8] that

QH∗(X)α ∼= HH∗(F(X)α) ∼= HH∗(CF∗(Lα, Lα)) (1.2)

for each α, where the second isomorphism uses Morita invariance of Hochschild cohomology. It
is natural to expect that the composition of the two isomorphisms in (1.2) coincides with COLα .

To connect this to Floer cohomology with coefficients, the Jacobian ring JacWL arises in this
setting as HF∗

S(L,L)
op (see Proposition C.3; the op is irrelevant here since the algebra is com-

mutative, but it will be important later) and the isomorphism QH∗(X) ∼= JacWL is realised by
precisely the map CO0

L (see Theorem C.5, which is derived from [32, 57]). We can then view each
(JacWL)α as the Floer cohomology HF ∗

Ŝ
(L,L) with coefficients in a suitable completion Ŝ of S,

and the isomorphism QH∗(X)α ∼= (JacWL)α as the corresponding completion ĈO0
L. We thus

have a diagram

QH∗(X)α HH∗(CF∗(Lα, Lα))

HF∗
Ŝ
(L,L)op

COLα

ĈO0
L

∼=

in which all groups are isomorphic to each other. The vertical arrow is known to be an isomor-
phism and the horizontal arrow is expected to be one. Given the formal similarity of these two
closed-open-type maps, it is natural to ask whether they can be related to each other, for example
by extending the diagram to a commuting square in which the bottom and right-hand arrows are
isomorphisms. The present work provides an affirmative answer to this question, and hence (by
showing that COLα is an isomorphism) an alternative proof that each Lα split-generates F(X)α.

Remark 1.2. Partial results towards toric split-generation via injectivity of CO have previously
been obtained by Ritter [47], in the case when W is Morse (he also deals with some non-
compact X), and Tonkonog [60], when W has at worst A2 singularities.
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We also show, under foundational assumptions, that the analogous generation result, The-
orem L, holds for general (not necessarily monotone) compact toric manifolds. These foun-
dations are expected to be addressed in work announced by Abouzaid–Fukaya–Oh–Ohta–Ono
around 2016, which we believe also considers their application to the toric generation question.

1.4 Ingredients

We now introduce the subjects of our main results. We follow Seidel’s conventions for A∞-
algebras and -categories [51] except for the signs used to define the opposite algebra or category;
see Section 2.1.

Let L ⊂ X be a monotone Lagrangian submanifold defining an object L♭ in the Fukaya
category F(X)λ as in Section 2.2. Associated to L is its superpotential WL ∈ S = k[H1(L;Z)],
which counts rigid pseudoholomorphic discs with boundary on L that send a boundary marked
point to a generically chosen point in L, each weighted by its boundary homology class. We view
this as a function on the space H1(L;k×) ∼= SpecS of rank-1 local systems on L. For our present
purposes, the object L♭ comprises L equipped with such a local system L satisfying WL(L) = λ.

Given L and λ, there is a localised mirror functor

LML,λ : F(X)λ → mf(S,WL − λ)

to the dg-category of matrix factorisations of WL − λ. This functor was introduced by Cho–
Hong–Lau in [15], and is essentially defined by extending scalars from k to S and then applying
the covariant hom-functor associated to L. In particular, it sends each object K in F(X)λ to
CF∗

S(L,K). We recall the construction in more detail in Section 2.4. Cho, Hong, and Lau
focused on the case where L is a torus, but their ideas immediately extend to general L.

Remark 1.3. One has to be a little careful about calling it a hom-functor, since L lies
in FS(X)WL

rather than FS(X)λ. This is what causes the ‘differential’ on CF∗
S(L,K) to square

to WL − λ rather than 0, and hence what causes the functor to land in matrix factorisations
rather than cochain complexes.

Via the functor LML,λ we can view mf(S,WL−λ) as an F(X)λ-bimodule, giving a Hochschild
cochain complex CC∗(F(X)λ,mf(S,WL − λ)) and a pushforward map

(LML,λ)∗ : CC∗(F(X)λ)→ CC∗(F(X)λ,mf(S,WL − λ)).

This is the first ingredient in our results.
The second ingredient is the A∞-algebra CF∗

S(L,L). More precisely, we want the opposite
algebra CF∗

S(L,L)
op, for reasons that will become clear the proof of Proposition 3.3. This is

obtained by reversing the order of the inputs to operations and introducing an associated sign
twist, namely (2.3). Its cohomology algebra H∗(CF∗

S(L,L)
op) is the ordinary graded-opposite

algebra to HF∗
S(L,L), which we denote by HF∗

S(L,L)
op (graded -opposite just means that we

include Koszul signs).

1.5 Main results

We are now in a position to state our main results. The first relates the algebra CF∗
S(L,L)

op to
the Hochschild cochain algebra CC∗(F(X)λ,mf(S,WL − λ)).

Theorem A (Proposition 3.3, Lemma 3.4 and Corollary 3.11). There is a geometrically defined
S-linear A∞-algebra homomorphism

Θ: CF∗
S(L,L)

op → CC∗(F(X)λ,mf(S,WL − λ)).

It is cohomologically unital and extends the module action of CF∗
S(L,L)

op on LML,λ in a natural
sense.
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The functor LML,λ and homomorphism Θ are independent of auxiliary choices in a manner
explained in Section 3.4. In particular, the induced maps on cohomology are canonical.

Our second main result is that Θ is compatible with the relevant closed-open maps as follows.

Theorem B (Corollary 3.10). The following diagram commutes:

QH∗(X) HH∗(F(X)λ)

HF∗
S(L,L)

op HH∗(F(X)λ,mf(S,WL − λ)).

COλ

CO0
L H((LML,λ)∗)

H(Θ)

(1.3)

We reiterate that the top arrow is categorically important but algebraically complicated and
difficult to calculate, whilst the left-hand arrow is simple, geometric, and relatively computable.

Remark 1.4. QH∗(X) carries an A∞-structure given by viewing it as the Floer cohomology of
the diagonal in X− ×X, but this has been little-studied. Since all of the maps in Theorem B
are (the 1-ary terms of) A∞-homomorphisms, one may hope to use them to compute this
A∞-structure. For example, using knowledge of the A∞-structure on CF∗

S(L,L) when L is the
equator inX = CP1 and chark = 2, one can recover the non-trivial A∞-product on QH∗(CP1;k

)
computed in [25, Example 7.3.6].

To apply the generation criterion to the object L♭ in F(X)λ, we need to consider the com-
position COL♭ of COλ with the restriction map from HH∗(F(X)λ) to HH∗(CF∗(L♭, L♭)). Let E
denote the matrix factorisation LML,λ

(
L♭

)
= CF∗

S

(
L, L♭

)
, and let B denote its endomorphism

dg-algebra. The localised mirror functor and Θ then induce A∞-algebra homomorphisms

Φ: CF∗(L♭, L♭)→ B and ΘL♭ : CF∗
S(L,L)

op → CC∗(CF∗(L♭, L♭),B),
respectively. Restricting (1.3) from F(X)λ to L♭ tells us that the following diagram commutes

QH∗(X) HH∗(CF∗(L♭, L♭))

HF∗
S(L,L)

op HH∗(CF∗(L♭, L♭),B).

CO
L♭

CO0
L

H(Φ∗)

H(Θ
L♭ )

It turns out that a slight algebraic modification will allow us to better understand these maps.
To set this up, note that the local system L on L♭ corresponds, via its monodromy, to a group
homomorphism ρ : H1(L;Z)→ k×, and hence to an algebra homomorphism S → k. Let m ⊂ S
denote the kernel of this algebra homomorphism, and let Ŝ denote the m-adic completion of S.
The constructions of CF∗

S(L,L)
(op), CO0

L, B, Φ, and ΘL♭ have immediate analogues over Ŝ,
which we denote by CF∗

Ŝ
(L,L)(op), ĈO0

L, B̂, Φ̂, and Θ̂L♭ , respectively. Note that the completion
depends on the choice of L although our notation does not explicitly show this. We then have
a commuting diagram

QH∗(X) HH∗(CF∗(L♭, L♭))

HF∗
Ŝ
(L,L)op HH∗(CF∗(L♭, L♭), B̂).

CO
L♭

ĈO0
L

H(Φ̂∗)

H(Θ̂
L♭ )

(1.4)
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Theorem C (Theorem 4.5 and Proposition 4.6). The map Θ̂L♭ is a quasi-isomorphism. So to
prove that COL♭ is injective on a subspace of QH∗(X) it suffices to prove that ĈO0

L is injective on
that subspace. More generally, the same result holds when S is replaced by the quotient R = S/I
before completing, for any ideal I in S contained in m.

The generalisation to S/I is useful in applications, for example the following.

Theorem D (Proposition 5.6). Tonkonog’s criterion, Theorem 5.2 [60, Theorem 1.7], for partial
injectivity of COL♭ is really a criterion for partial injectivity of ĈO0

L for I = m2. This implies
the corresponding statement for COL♭ by Theorem C. (In this case, the m-adic completion does
nothing, since I contains a power of m.)

The proof of Theorem C uses a spectral sequence argument to reduce S or R coefficients
to k coefficients, where the result can be deduced from the general nonsense of A∞-(bi)modules.
The m-adic completion allows us to apply the Eilenberg–Moore comparison theorem. Geomet-
rically, it may seem a little mysterious, but it can be understood as follows: we cannot expect
CF∗(L♭, L♭) to know about the Floer theory of L away from the local system L, so to relate its
Hochschild invariants to CF∗

S(L,L)
op we should expect to have to complete, or at least localise,

the latter at m.
When combined with the generation criterion, Theorem C gives a powerful new tool for

proving split-generation. For example, suppose X is a compact monotone toric manifold whose
minimal Chern number is at least 2, and assume our coefficient field k has characteristic 2.
Let L♭ be the real locus of X equipped with the trivial local system. By building on work of
Tonkonog [60], for an appropriate choice of I as in Theorem C we construct a commutative
diagram of k-algebras

QH∗
R(X) QH2∗

R (X)

QH∗(X) HF∗
R(L,L).

π

fR

DR

∼=

ĈO0
L

Here QH∗
R(X) is an extension of quantum cohomology to R = S/I coefficients, π is reduction

R→ k modulo m, and fR is a k-linear extension of the Frobenius morphism x 7→ x2, in a sense
explained in Section 6.1. Meanwhile, DR is an isomorphism we construct, extending the known
isomorphisms H2∗(X) → H∗(L) and QH2∗ → HF∗(L♭, L♭) of Duistermaat [22] and Haug and
Hyvrier [38, 40]. Using this diagram, we show the following.

Theorem E (Proposition 6.3). The map ĈO0
L is injective, so

(i) If the real locus L♭ is orientable, then it split-generates F(X)0.

(ii) In general, L♭ split-generates the ungraded Fukaya category F(X)un0 .

Remark 1.5. Our default Fukaya category is Z/2-graded, and each Lagrangian in it must be
equipped with a Z/2-grading in the sense of [50]. In our setup, existence of such a grading
is equivalent to orientability; see Remark 2.6. When k has characteristic 2, we can drop the
Z/2-gradings (we no longer need them to define various signs in our formulae), and obtain an
ungraded category, F(X)unλ , which allows non-orientable Lagrangians. The algebraic structures,
including the generation criterion, carry over to this ungraded setting as discussed in [6].

The one relevant property which does not carry over to the ungraded setting is the connection
between decompositions of the Fukaya category and decompositions of QH∗(X) into generalised
eigenspaces QH∗(X)λ of quantum multiplication by c1(X), discussed in Appendix A.3. The
breakdown of this connection explains the potentially puzzling fact that in Theorem E the
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map ĈO0
L, and hence COL♭ , is non-zero on every QH∗(X)λ even though L♭ lies in F(X)un0 and λ

may be non-zero. For example, if k is an algebraically closed field of characteristic 2 and n is
even, then QH∗(CPn) splits into eigenspaces with eigenvalues given by the primitive nth roots
of unity, yet the composition

COL♭ : QH∗(CPn) CO0−−−−−→ HH∗(F(CPn)un0 )
restrict−−−−−−−→ HH∗(CF∗(L♭, L♭))

is injective.
If the real locus L of X is orientable, then the usual argument [54, Proposition 2.9] shows

that

CO0 : QH∗(X)→ HH∗(F(X)0)

vanishes on QH∗(X)λ for all λ ̸= 0. Combining this with Theorem E shows that in this case
we must have QH∗(X) = QH∗(X)0. In fact, orientability of L is equivalent to vanishing of
the first Stiefel–Whitney class w1(L) ∈ H1(L;Z/2), which is equivalent (via the Duistermaat
isomorphism of Section 6.2) to the vanishing of c1(X) in characteristic 2. So if L is orientable,
then c1(X) is actually zero in QH∗(X).

Injectivity of COL♭ , and hence the split-generation results of Theorem E, were previously
shown by Tonkonog [60] in several families of examples, including RPn ⊂ CPn. Using a totally
different approach, Evans–Lekili [25, Example 7.2.4] proved part (i). The general question of
split-generation by the real locus, however, has remained open.

Remark 1.6. Split-generation of the ungraded category by an orientable Lagrangian neither
implies nor is implied by split-generation of the graded category: the ungraded category includes
more objects, but one is allowed to construct more (i.e., ungraded) twisted complexes and to
break off more summands.

Remark 1.7. The minimal Chern number assumption is used to ensure that the real locus has
minimal Maslov number at least 2, and hence that it defines a valid object in the monotone
Fukaya category. The same hypothesis appears in [25] (via the requirement that the real locus
is orientable) and in [60]. Alston–Amorim [5] have shown that even when the minimal Chern
number is 1 the real locus is Floer-theoretically unobstructed in the sense of Fukaya–Oh–Ohta–
Ono [29], i.e., that one can equip it with a bounding cochain so that it becomes a valid object in
the Fukaya category. In Section 1.6, we discuss some extensions of our results that incorporate
bounding cochains, but they require additional assumptions related to strict unitality. We are
not aware of these assumptions having been established in the case of the real locus, so we do
not state our results for minimal Chern number 1.

Corollary F. In the setting of Theorem E, if K is any monotone Lagrangian in X that supports
a non-zero object in F(X)unλ for some λ, then K is non-displaceable from the real part L by
Hamiltonian isotopies.

Proof. In this situation, K × K supports a non-zero object in F(X × X)un0 , which is split-
generated by L♭×L♭ by Theorem E applied to X×X. So K×K is non-displaceable from L×L,
and hence K is non-displaceable from L. ■

Remark 1.8. The idea of passing to X × X to make the obstruction number λ vanish was
used by Abreu–Macarini [3, Remark 2.9], Alston–Amorim [5, Theorem 1.3], and Tonkonog [60,
Theorem 1.5] in similar situations. In particular, Alston–Amorim [5, Corollary 1.4] showed
that L♭ is non-displaceable from the toric fibre, whilst Tonkonog [60, Corollary 3.10] proved the
analogue of Corollary F for a specific family of X.
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Example 1.9. Amorim–Cho [6] introduced ungraded matrix factorisations and the idea that
they should be mirror to non-orientable Lagrangians. They studied L♭ = RP2 ⊂ CP2 using the
localised mirror functor associated to the monotone toric fibre K, and showed that it is mirror tok

[
x±1, y±1

]⊕4
,


0 1 1 1

xy

y 0 1
x 1

x 1
y 0 1

1 x y 0




∈ mfun
(
k[H1(K;Z)] ∼= k

[
x±1, y±1

]
,WK = x+ y +

1

xy

)
.

We instead study L♭ using the localised mirror functor associated to L itself, working over the
ring R = S/I = k[H1(L;Z/2)]. In the case of L♭ = RPn ⊂ CPn we have R ∼= k[z]/

(
z2 − 1

)
,

WL = 0, and

HF∗
R(L,L)

∼= k[h, z]/
(
hn+1 − z, z2 − 1

) ∼= k[h]/
(
h2(n+1) − 1

)
,

where h is (the PSS image of) the real hyperplane class. Under the localised mirror functor
associated to L, L♭ is sent to the ungraded matrix factorisation

(
k[h, z]/

(
hn+1 − z, z2 − 1

)
, h(z − 1)

) ∼=
Rn+1,


0 0 . . . 0 z − 1

z − 1 0 . . . 0 0
0 z − 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . z − 1 0




in mfun(R, 0).

Returning now to the case of general X and k, having seen that the horizontal map H
(
Θ̂L♭

)
in (1.4) is an isomorphism it is natural to ask how much information the vertical map H

(
Φ̂∗

)
re-

members. We are able to answer this question in two important situations. The first is when L
is a torus, which is of particular interest in mirror symmetry.

Theorem G (Proposition 7.3). If L is a torus and L is a critical point of WL, then H
(
Φ̂∗

)
is

an isomorphism.

By arguments analogous to those used in Section 3.4 to prove that Θ is independent of
auxiliary choices, this statement is also independent of choices. So it suffices to prove it for
a specific choice of auxiliary data, and we can choose these data so that in fact Φ̂ is itself
a quasi-isomorphism (using [58], which builds on [15]), from which the result follows.

Theorem G has the following immediate consequence.

Corollary H. If L is a torus and L is a critical point of WL, then the map COL♭ corresponds to
the formal expansion of CO0

L about L, after suitable identification of the codomains. In particu-
lar, COL♭ is injective on a subspace of QH∗(X) if and only if the expansion of CO0

L is injective
on the same subspace.

Example 1.10. Returning to the example of Section 1.3, we know that CO0
L is an isomorphism

QH∗(X)→ JacWL

and that its completion about each critical point α induces an isomorphism

QH∗(X)α → (JacWL)α.
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Corollary H then tells us that

COLα : QH∗(X)α → HH∗(CF∗(Lα, Lα))

is an isomorphism, so Lα split-generates F(X)α by the generation criterion, as proved by Evans–
Lekili using completely different methods.

Remark 1.11. Suppose QH∗(X) decomposes as a product of algebras Q×Q⊥. It follows from
general structural properties [35, Theorem 8] that if L♭ lies in the Q-summand of F(X)λ and
if COL♭ |Q is injective then, in addition to L♭ split-generating this piece of the Fukaya category,
we get that COL♭ |Q is an isomorphism, i.e., it is automatically surjective (for more detail on
these decompositions of the category see Appendix A.1). Corollary H thus has the following
curious consequence: if L is a torus and the formal expansion ĈO0

L of CO0
L about a critical point

of WL is injective on Q and vanishes on Q⊥ (the latter ensures that L♭ lies in the Q-summand
of the category), then ĈO0

L|Q is an isomorphism. In particular, these hypotheses can never hold
if the critical point is non-isolated, since then HF∗

Ŝ
(L,L) is infinite-dimensional.

Corollary H can also be used to prove new, non-toric, generation results for Lagrangian
tori. In favourable situations this can even be done with no knowledge beyond the ambient
quantum cohomology ring and WL itself. One useful tool here is the famous result of Auroux
[7, Lemma 6.7], Kontsevich, and Seidel that CO0

L♭ sends twice the first Chern class c1 of X
to 2WL(L) · 1L♭ = 2λ · 1L♭ ; see Lemma A.6 for a precise statement. The same argument shows
the following.

Corollary I. For any L (not necessarily a torus), the map CO0
L sends 2c1 to 2WL · 1L, and

if L is orientable, then we can cancel the factors of 2. So if L is a torus and L is a critical
point of WL, then, under the correspondence in Corollary H, COL♭(c1) corresponds to the formal
expansion of WL about L.

Example 1.12. Let X ⊂ CP4 be the quadric threefold and let us temporarily work over Z.
The quantum cohomology is

QH∗(X) ∼= Z[H,E]/
(
H2 − 2E,E2 −H

)
,

with c1 = 3H. X admits a degeneration to the singular toric manifold whose polytope is a square-
based pyramid. This gives a Lagrangian 3-sphere V ⊂ X as the vanishing cycle, and a disjoint
monotone Lagrangian torus L ⊂ X as the parallel transport of the barycentric torus from the
central fibre. After choosing a basis for H1(L;Z) to give an identification S ∼= Z

[
x±1, y±1, z±1

]
,

and equipping L with the standard spin structure, we have by [25, Remark 7.1.3] (using [44,
Theorem 1]) that

WL = x+ y + z +
1

xy
+

1

yz
.

By Corollary I, we then have CO0
L(3H) = CO0

L(c1) =WL · 1L. Moreover, the S-subalgebra of
HF∗

S(L,L) generated by the unit is

JacWL = Z
[
x±1, y±1, z±1

]
/
(
x− z, y − 1/x2, 2x3 − 1

)
= Z

[
x±1

]
/
(
2x3 − 1

)
= Z

[
1
2 , x

]
/
(
x3 − 1

2

)
.

Under these identifications we get CO0
L(3H) = 6x ∈ Z

[
1
2 , x

]
/
(
x3 − 1

2

)
, and hence CO0

L(H) = 2x.
Let us now pass back to field coefficients k, with chark ̸= 2. Then QH∗(X) decomposes as

a direct sum of ideals Q0 =
(
1−H3/4

)
and Q1 = (H,E), whilst JacWL becomes k[x]/

(
x3 − 1

2

)
,

and the calculation CO0
L(H) = 2x tells us that CO0

L is injective on Q1. This in turn implies
that L split-generates the Q1-summand of the Fukaya category. More precisely:
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� If chark = 3, then JacWL is local, with maximal ideal m = (x + 1, y − 1, z + 1). The
m-adic completion ĈO0

L is therefore still injective on Q1, so L equipped with the local
system defined by x = z = −1 and y = 1 split-generates the Q1-summand of the category.

� If chark ̸= 3, then, assuming k contains all cube roots of 2, JacWL contains three maximal
ideals, corresponding to three local systems on L. Meanwhile Q1 decomposes as k×k×k,
and each completion ĈO0

L at a maximal ideal is injective on one of these factors. So the
Q1-summand of the category splits into three pieces, each split-generated by L with one
of the three critical local systems.

Remark 1.13. When chark ̸= 2, the Q0-summand of the category is split-generated by V ,
by [25, Proposition 7.1.1] (or by [55, Lemma 4.6] if k = C). When chark = 2, the splitting
into Q0 and Q1 breaks down and the ring QH∗(X) is local. In this case, V split-generates the
whole category, again by [25, Proposition 7.1.1].

Returning once more to the general setting, the second situation in which we can describe
the map H

(
Φ̂∗

)
is when L is simply connected. In this case, we have S = k, so CF∗

S(L,L)
(op)

reduces to CF∗(L♭, L♭)(op) and completions are irrelevant. So H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
is a map

HH∗(CF∗(L♭, L♭))→ HF∗(L♭, L♭)op. (1.5)

If L♭ is also weakly exact, i.e., bounds no topological discs of positive symplectic area, then
CF∗(L♭, L♭) reduces to C∗(L). We can then use the isomorphism

HH∗(C∗(L)) ∼= H−∗
(
ΛL−TL), (1.6)

which holds for simply connected L, to view H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
as a map

H−∗
(
ΛL−TL)→ H∗(L). (1.7)

Here ΛL is the free loop space of L and ΛL−TL is the Thom spectrum associated to the stable
normal bundle of L, pulled back under the evaluation-at-basepoint map ev : ΛL→ L. (We have
dropped the op from the codomain since H∗(L) is graded-commutative.) Our final main result
describes the maps (1.5) and (1.7) algebraically and geometrically, respectively.

Theorem J.

(i) If L is simply connected, then H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
: HH∗(CF∗(L♭, L♭))→ HF∗(L♭, L♭)op is

projection to length zero (Proposition 7.4).

(ii) If L is simply connected and weakly exact, then H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
is identified with

ev∗ : H−∗
(
ΛL−TL)→ H−∗

(
L−TL) ∼= H∗(L) (Proposition 7.5).

Remark 1.14. Strictly the projection to length zero from HH∗(CF∗(L♭, L♭)) lands in

HF∗(L♭, L♭), rather than HF∗(L♭, L♭)op. But it actually lands in the graded-centre of

HF∗(L♭, L♭), which is the same as the graded-centre of HF∗(L♭, L♭)op, so Theorem J makes
sense.

Remark 1.15. We have been unable to locate the original reference for (1.6), but it seems to
have been known to experts in the 1980s (if not earlier) at the level of modules, i.e., ignoring
the string topology product on ΛL. We shall refer to [17, Corollary 11], since it proves the
isomorphism as algebras and gives an explicit description of the map that we will use. Our
grading of Hochschild cohomology is the negative of that used in [17], so we obtain H−∗ in place
of their H∗.



Hochschild Cohomology of the Fukaya Category 11

Remark 1.16. Some of our results apply slightly more generally than stated. In particular:

(i) We could allow X to be non-compact (but keeping L compact) in Theorems A, B, C, G
and J, and Corollaries H and I, as long as it is tame at infinity. If X is a Liouville
manifold, then we could also replace quantum cohomology with symplectic cohomology
in the domain of all versions of the closed-open map. However, compactness is necessary
for the generation criterion in the form of Theorem 1.1, since its proof relies on Poincaré
duality, so Theorem E, Corollary F and Example 1.10 also require compactness. Similarly,
Tonkonog’s criterion is based in the compact setting so Theorem D is too.

(ii) We could have relaxed the assumption that k is a field in some places. Theorem A
holds over an arbitrary ground ring with the same proof (modulo Remark 3.12), and
the commutative diagram in Theorem B holds over any ring if one defines the maps with
compatible choices of auxiliary data. This compatibility is necessary because over a general
ring it is not clear that the Hochschild cohomology of the Fukaya category is independent
of choices (the usual proof of independence uses the spectral sequence associated to the
length filtration on Hochschild cochains, whose first page—over a field!—is the Hochschild
cohomology of the cohomology category).

(iii) Given a class in H2(X;k×), represented by a cocycle b, we could modify the quantum (or
symplectic) cohomology and Fukaya category of X by weighting every pseudoholomorphic
curve u by b(u), as in Appendix C.4. In the special case where B is a closed C-valued 2-form
on X and b = eB, this modification is equivalent to turning on the B-field B. All of our
arguments extend automatically to this setting with the obvious modifications. Similarly,
one can equip X with a background class in H2(X;Z/2), represented by a cocycle b, and
then consider Lagrangians equipped with relative pin structures with respect to b. Again,
everything goes through straightforwardly. We will not discuss these options any further.

1.6 (Non-)monotonicity

So far, we have restricted attention to monotone symplectic manifolds and Lagrangians, owing
to three complications that arise in the non-monotone case. First, the Fukaya category and
closed-open map have not been defined in general outside the monotone setting, and the gen-
eration criterion has not been proved. These foundational issues are expected to be addressed
in work of Abouzaid–Fukaya–Oh–Ohta–Ono, and we shall simply take them as black boxes via
Assumption 1.17 below. Second, there are extra algebraic complexities arising from the need
to filter and complete various objects, to ensure convergence of curve counts. One consequence
of this is that rather than working with the analogue of S, we work with unspecified algebras
satisfying certain natural conditions. We will call these algebras R, as they play a similar role to
the R = S/I appearing previously. Third, an additional unobstructedness hypothesis is needed,
which is automatic for monotone L but is in general a non-trivial geometric condition. Modulo
these issues, Theorems A, B and C naturally generalise to the non-monotone case as we describe
momentarily. Despite the apparent algebraic and geometric restrictions, these results are strong
and flexible enough to apply to interesting examples, which we demonstrate with the case of
toric fibres.

To start setting up our results, in place of k we take our ground field to be the Novikov field

Λ = C
[[
TR]] = { ∞∑

j=1

ajT
sj | aj ∈ C and sj ∈ R with sj →∞

}
.

This carries a natural decreasing filtration by additive subgroups Λ≥s, for s ∈ R, comprising
those series

∑
ajT

sj with sj ≥ s for all j. We will require that the objects we work with are
filtered and complete in a similar way, made precise in Definition 8.1.
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We now introduce our technical assumptions for later reference.

Assumption 1.17. Sufficient technical foundations have been established to

(i) Define the Fukaya category F(X)λ over Λ and prove that the operations satisfy the
A∞-relations. We assume moreover that the category is strictly unital. Objects are
Lagrangians L equipped with analogous auxiliary data to the monotone case (the lo-
cal system must now be c-filtered in the sense of Definition 8.2), plus a weak bounding
cochain b ∈ CFodd

(
L♭, L♭

)
in sufficiently positive filtration level, whose curvature is λ ∈ Λ.

(ii) Construct COλ : QH∗(X) → HH∗(F(X)λ) as a unital Λ-algebra homomorphism. We
assume that the construction can be made to land in strictly unital Hochschild cochains.

(iii) Prove a generation criterion for summands of F(X)λ based on injectivity of

COL♭ : QH∗(X)→ HH∗(CF∗(L♭, L♭))
on factors of QH∗(X).

Remark 1.18. The reader may be concerned about the assumptions of strict unitality, but
for applications to split-generation it suffices to construct a strictly unital model for the Floer
algebra and COλ map for the specific Lagrangian L of interest. In our main example, when L
is a toric fibre, such a model is provided by [30].

Suppose Assumption 1.17 (i) holds and fix a complete filtered augmented Λ-algebra R. The
augmentation R→ Λ corresponds to a closed maximal ideal m in R. Using the same machinery
as for F(X)λ we can define the Fukaya category FR(X)r over R for any r ∈ R.

Fix an object
(
L♭, b

)
∈ F(X)λ.

Definition 1.19. We say
(
L♭, b

)
lifts to R if the following holds. There exists a c-filtered rank-1

local system LR over R on L, whose reduction modulo m is the local system L on L♭. We
denote L equipped with this local system

(
and the same grading and pin structure as L♭

)
by L.

We then require that L admits a weak bounding cochain b whose reduction mod m is b. In this
case, we denote the curvature of b by WL ∈ R. Note that there may be multiple choices for LR
and b, and that WL depends on these choices, although our notation does not reflect this.

Assume now that
(
L♭, b

)
lifts to R, and fix a choice of LR and b. We can then mimic the

construction of LML,λ to give a localised mirror functor

LM(L,b),λ : F(X)λ → mf(R,WL − λ).

This allows us to define CC∗(F(X)λ,mf(R,WL − λ)), and the analogue of Theorem A is as
follows.

Theorem A+ (Proposition 8.5). Suppose Assumption 1.17 (i) holds and
(
L♭, b

)
lifts to R.

Given a choice of lift (L,b), there is a geometrically defined R-linear A∞-algebra homomorphism

Θ: CF∗
R((L,b), (L,b))

op → CC∗(F(X)λ,mf(R,WL − λ)).

It is cohomologically unital and extends the module action of CF∗
R((L,b), (L,b))

op on LM(L,b),λ.

Remark 1.20. In order to define LM(L,b),λ and Θ, there was no need to start with
(
L♭, b

)
or to assume that R was augmented. We could have just taken R to be a complete filtered
Λ-algebra (not augmented), WL to be an arbitrary element of R, and (L,b) to be an arbitrary
object in FR(X)WL

. We could have done analogously in the monotone setting too. However,
we chose to start with

(
L♭, b

)
since our main interest is in showing that

(
L♭, b

)
split-generates

a piece of the Fukaya category.
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If Assumption 1.17 (ii) also holds, then we can similarly define

CO0
(L,b) : QH∗(X)→ HF∗

R((L,b), (L,b))
(op),

and Theorem B adapts in the obvious way.

Theorem B+ (Proposition 8.6). In the setting of Theorem A+, suppose Assumption 1.17 (ii)
also holds. Then the following diagram commutes:

QH∗(X) HH∗(F(X)λ)

HF∗
R((L,b), (L,b))

op HH∗(F(X)λ,mf(R,WL − λ)).

COλ

CO0
(L,b) H((LM(L,b),λ)∗)

H(Θ)

Remark 1.21. Recall that the main point of Theorem B was to make COλ, and in particu-
lar COL♭ , more amenable to computation. If b is non-zero, then CO0

(L,b) is rather difficult to
calculate because it suffers from the problem of repeated inputs, which is what we wanted to
avoid. So we will mostly be interested in the case where b (and hence b) vanishes. We previously
used a pearl model for computations, but we now have in mind a de Rham model as in [30].

In the monotone case, the ring R = S/I is automatically Noetherian, which is used in the
proof of Theorem C. In our present setting, we have to include this assumption separately, but
the analogue of Theorem C then holds.

Theorem C+ (Proposition 8.7). In the setting of Theorem A+, suppose R is Noetherian. Then
the m-adically completed map Θ̂L♭ is a quasi-isomorphism. So, under Assumption 1.17 (ii), to
prove that COL♭ is injective on a subspace of QH∗(X) it suffices to prove that ĈO0

(L,b) is injective
on that subspace.

Remark 1.22. In our main application, R will be local and finite-dimensional over Λ, in which
case it is automatically Noetherian and m-adically complete; see Lemma 8.8 (iii).

From Theorem C+, we obtain a generation criterion in terms of ĈO0
(L,b).

Corollary K. Suppose that Assumption 1.17 holds in full, that R is a complete filtered aug-
mented Λ-algebra which is Noetherian, and that

(
L♭, b

)
is an object in F(X)λ which lifts to R

as (L,b). If ĈO0
(L,b) is injective on a factor of QH∗(X), then

(
L♭, b

)
split-generates the corre-

sponding summand of F(X)λ.

Using this, and by taking R to be a local factor of QH∗(X), we show the following.

Theorem L (Proposition 8.16). Under Assumption 1.17, suppose X is a compact toric mani-
fold, R is a local factor of QH∗(X), and λ is the eigenvalue of the generalised eigenspace of c1⋆
containing R. Then the R-summand of F(X)λ is split-generated by a specific toric fibre with
a specific rank-1 local system.

As mentioned in Section 1.3, we believe work announced by Abouzaid–Fukaya–Oh–Ohta–Ono
around 2016 establishes a version of Assumption 1.17 and also considers this toric generation
question.

Remark 1.23. If we also assume that COλ respects the eigenvalue decomposition of QH∗(X),
in the sense that it vanishes on the generalised λ′-eigenspace of c1⋆ if λ ̸= λ′, then we conclude
that in fact all pieces of the Fukaya category of X are split-generated by toric fibres with rank-1
local systems.

Remark 1.24. In a similar spirit to Remark 1.16, we could allow X to be non-compact in
Theorems A+, B+ and C+ if a suitable form of Assumption 1.17 holds. And we could allow
quantum cohomology and Floer theory to be modified by bulk deformations everywhere.
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1.7 Structure of the paper

Section 2 describes the technical setup for the paper, which is brought together in Section 3
to construct Θ and prove Theorems A and B. Section 4, which is almost entirely algebraic,
then proves Theorem C. The remaining sections can be read somewhat independently of each
other: Section 5 looks at Tonkonog’s criterion in light of our results and proves Theorem D;
Section 6 studies the case of real toric Lagrangians and proves that they split-generate the
Fukaya category in characteristic 2 (Theorem E); Section 7 analyses the map Φ̂ in the settings
of Theorems G and J; and Section 8 discusses the non-monotone versions of our results, as
sumarised in Section 1.6, including the proof that toric fibres split-generate (Theorem L). The
paper ends with three appendices, covering respectively the generation criterion, some A∞-
algebra lemmas used in the proof of Theorem C, and the quantum cohomology of monotone
toric manifolds as needed for Section 6.

2 Setup

Fix from now on a monotone symplectic 2n-manifold (X,ω) which is compact or tame at infinity
and equipped with a Z/2-grading [50]. Fix also a coefficient field k. The Fukaya category and
all (co)homology groups and algebraic operations will be over k unless stated otherwise. In this
section we summarise the background ideas we will use later. (In Section 8, we will drop the
monotonicity condition and work over the Novikov field Λ instead of k, but we will flag this at
the time.)

2.1 Conventions

Recall that we mostly follow Seidel’s conventions for A∞-algebras and -categories [51]. (We will
mainly discuss categories, with algebras given by the special case where there is only one ob-
ject.) In particular, the differential d on a dg-category is related to the µ1 operation on the
corresponding A∞-category by

µ1(a) = (−1)|a|da. (2.1)

Similarly, the composition ◦ on a dg-category or its cohomology is related to the µ2 operation via

µ2(a2, a1) = (−1)|a1|a2 ◦ a1. (2.2)

Higher order compositions are written from right to left, for example

µk : hom∗(Ok−1, Ok)⊗ · · · ⊗ hom∗(O0, O1)→ hom∗(O0, Ok).

We write hom∗ for chain-level morphism spaces and Hom∗ for their cohomology.
The place where we differ from [51] is in our signs for the opposite A∞-algebra or -category.

Definition 2.1. Given an A∞-category C, with operations µC , its opposite category Cop has the
same objects as C, and the same morphism spaces as graded modules. Its operations µCop are
defined by

µlCop(cl, . . . , c1) = (−1)△l+l−1µlC(c1, . . . , cl) (2.3)

for all c1, . . . , cl, where

△l =
∑
i<j

(|ci| − 1)(|cj | − 1).

These are easily checked to satisfy the A∞-relations, and if C is cohomologically unital then so
is Cop, with the same cohomological units.
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Lemma 2.2. The cohomology category H∗(Cop) is the ordinary graded-opposite category H∗(C)op
to H∗(C).

Remark 2.3. By graded -opposite we mean that it includes Koszul signs.

Proof of Lemma 2.2. Let ◦C , ◦Cop , and ◦opC denote the compositions in H∗(C), H∗(Cop), and
H∗(C)op, respectively. For cocycles c2 and c1 in C or Cop, representing cohomology classes [c2]
and [c1], we have

[c2] ◦Cop [c1] = (−1)|c1|
[
µ2Cop(c2, c1)

]
= (−1)|c2||c1|+|c2|[µ2C(c1, c2)]

= (−1)|c2||c1|[c1] ◦C [c2] = [c2] ◦opC [c1]. ■

2.2 The Fukaya category

Next we recap the definition of the monotone Fukaya category.
Recall that a Lagrangian submanifold L ⊂ X is monotone if there is a positive real constant τ

such that the Maslov index and area homomorphisms µ, ω : π2(X,L)→ R are related by ω = τµ.
Recall also that the minimal Maslov number NL of L is defined to be the positive generator of
the image µ(π2(X,L)) ⊂ Z if this image is non-zero, and infinity otherwise.

For each λ ∈ k, the compact monotone Fukaya category F(X)λ is Z/2-graded A∞-category
defined as follows (see [48, 54] for details). The objects are Lagrangians L in X such that

(i) L is compact, connected, and monotone, with minimal Maslov number NL at least 2.

(ii) The image of π1(L) in π1(X) is trivial.

(iii) L is equipped with a pin structure (not needed if chark = 2) and a Z/2-grading with
respect to the Z/2-grading of X.

(iv) L carries a rank-1 local system L over k such that WL(L) = λ, where WL is the superpo-
tential of L as defined as in Section 1.4.

Formally, one usually fixes a finite or countable collection of such Lagrangians to work with,
although each may be allowed to carry arbitrarily many different local systems.

Remark 2.4. We drop the Z/2-gradings on X and L if chark = 2, and obtain the ungraded
Fukaya category F(X)unλ appearing in Theorem E. We will give all arguments assuming the
existence of Z/2-gradings, but these are really only used to define various signs in our formulae,
and the same arguments go through in the ungraded case.

Remark 2.5. Some authors replace our definition of monotonicity with the slightly stronger
condition that the Maslov index and area are positively proportional on H2(X,L;Z) rather than
π2(X,L), or that the Maslov class and symplectic form are positively proportional in H2(X,L;R).
Assumption (ii) can then be weakened to H1(L;Z) being trivial in H1(X;Z).

Remark 2.6. Recall from [50] that a Z/2-grading of X is a homotopy class of square root of
the complex line bundle

(
ΛnCTX

)⊗2
. There is always a canonical choice, namely ΛnCTX, and

other choices are all obtained by twisting by an element t of H1(X;Z/2), i.e., tensoring with an
isomorphism class of real line bundle T on X. A Z/2-grading of L with respect to this Z/2-
grading of X is then a homotopy class of trivialisation of

(
ΛnRTL

)
⊗ T |L, i.e., an orientation

of L twisted by T . In light of (ii), or its variant in Remark 2.5, the bundle T |L is trivial, so L
has a Z/2-grading if and only if it is orientable.

The morphism spaces are Floer cochain complexes and the A∞-operations are defined by
counting rigid pseudoholomorphic discs using a choice of regular perturbation data. (We will
freely use the terminology of Floer data and perturbation data from [51, Section (8e)], but the
casual reader uninterested in technicalities can safely ignore such discussions.)
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Definition 2.7. We write µF for the A∞-operations on F(X)λ.

From now on, all Lagrangians will be assumed to satisfy (i)–(iii). We will write L♭ for
a pair (L,L) as in (iv), as we may want to distinguish the submanifold L ⊂ X from the object L♭

of F(X)λ, but for Lagrangians named with other letters we will gloss over this distinction and
simply say things like ‘take a Lagrangian K in F(X)λ’.

There are different geometric models available for Floer cochain complexes in this setting. For
arbitrary Lagrangians K1 and K2, we may take CF∗(K1,K2) to be generated by intersection
points between K1 and K2, if they intersect transversely, or more generally by Hamiltonian
chords from K1 to K2. This chord model is the one set up by Seidel [51] and adapted to the
monotone case by Sheridan [54] and Ritter–Smith [48]. In this model, inputs and outputs of
pseudoholomorphic discs are boundary punctures asymptotic to chords. In the special case
when K1 and K2 are equal to a common L♭, we can instead use a pearl model, as developed
by Cornea–Lalonde [18], Biran–Cornea [9], and Sheridan [53]. Here generators of CF∗(L♭, L♭)
are critical points of a Morse function on L, and A∞-operations count ‘pearly trees’ built from
Morse flowlines and pseudoholomorphic discs.

In [58], following Cho–Hong–Lau [15], we used the pearl model for CF∗(L♭, L♭) but could
equally well have used the chord model as long as the perturbations were chosen appropriately.
Likewise, in the present paper we are free to use either model. We will describe moduli spaces
and draw pictures in the chord model, i.e., using discs without Morse trees, as they are cleaner
to work with, but everything can be straightforwardly translated by the reader who prefers the
pearl model.

2.3 The Fukaya category over S

Fix an object L♭ = (L,L) in F(X)λ, with superpotential WL in S = k[H1(L;Z)]. The Fukaya
category over S, denoted by FS(X) and with Floer complexes and cohomology denoted by CF∗

S

and HF∗
S , has already appeared informally and is defined completely analogously to the category

over k. We denote the operations on the category by µS . Recall that we may implicitly view
objects of F(X)λ as objects of FS(X)λ by extending scalars from k to S, i.e., applying S ⊗k −
to their local systems.

Concretely, if the Li are Lagrangians in FS(X), equipped with rank-1 local systems Ei over S,
then

CF∗((Li, Ei), (Lj , Ej)) =
⊕

Ham chords γ
from Li to Lj

HomS

(
Ei|γ(0), Ej |γ(1)

)
.

The differential and A∞-operations count pseudoholomorphic discs, using parallel transport
around boundary segments to map between the fibres in these HomS spaces.

Recall also that the object L ∈ FS(X)WL
, central to our results, is given by L with the

tautological local system, whose monodromy around a loop γ ∈ H1(L;Z) is the monomial in S
corresponding to γ. The Floer algebra of L with coefficients is CF∗

S(L,L), and CF∗
S(L,L)

op

is obtained from this by reversing the order of inputs and twisting signs as in Definition 2.1.
We denote the operations on CF∗

S(L,L)
op by µL.

We could try to interpret CF∗
S(L,L) purely within F(X) by considering the object (L,S),

where S is the universal abelian local system over k. Explicitly, this would involve equip-
ping L with the rank-|H1(L;Z)| local system over k whose fibres are modelled on S, and whose
monodromy around γ ∈ H1(L;Z) is again given by multiplication by the corresponding mono-
mial. Use of such higher-rank local systems is permitted in principle but leads to various
complications [42]. In any case, the resulting Floer complexes do not give what we want:
CF∗((L,S), (L,S)) has the right differential but the underlying module is too large, as each
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Floer generator gives rise to a copy of Endk(S) instead of S; and CF∗((L,S), L♭) has the right
module but the differential is wrong.

Remark 2.8. The complex CF∗((L,S), L♭) coincides with CF∗
S

(
L, L♭

)
and can be interpreted

as the lifted Floer complex of L, in the sense of Damian [20], associated to the universal abelian
cover.

2.4 The localised mirror functor

Next we describe more precisely the localised mirror functor

LML,λ : F(X)λ → mf(S,WL − λ)

mentioned in Section 1.4. For further details see the original paper of Cho–Hong–Lau [15].
Related ideas appear in [20]. From now on, we will abbreviate LML,λ and mf(S,WL − λ)
simply to LM and mf respectively. We write µ1mf and µ

2
mf for the operations on mf.

Recall that the A∞-Yoneda embedding [26, 27] associates to each object L♭ ∈ F(X)λ an A∞-
module YL♭ over F(X)λ. By definition, such a module is an A∞-functor from F(X)λ to
the dg-category of chain complexes over k. The specific module YL♭ is defined to send each
object K ∈ F(X)λ to the cochain complex CF∗(L♭,K)

with differential da = (−1)|a|µ1F (a);
the (−1)|a| is our standard sign change for passing between dg- and A∞-language as in (2.1).
For each k ≥ 1, the kth component

Y k
L♭ : CF∗(Kk−1,Kk)[1]⊗ · · · ⊗ CF∗(K0,K1)[1]→ hom∗(CF∗(L♭,K0

)
,CF∗(L♭,Kk

))
[1]

is then given by the µk+1
F operation, with sign twisted, via

Y k
L♭(ak, . . . , a1)(a0) = (−1)|a0|µk+1

F (ak, . . . , a1, a0). (2.4)

Remark 2.9. With these conventions, YL♭ is a left module and the Yoneda embedding is
contravariant. One could instead, with suitable sign changes, take YL♭(K) = CF∗(K,L♭), which
would give a right module and make the Yoneda embedding covariant. We use the above
conventions because it is really the module YL♭ that we care about. In particular, we want this
module to be covariant when viewed as a functor to chain complexes.

Definition 2.10. The localised mirror functor LM is defined in exactly the same way as YL♭ ,
but with L in place of L♭ and CF∗

S in place of CF∗. Explicitly, K ∈ F(X)λ is sent to CF∗
S(L,K)

with ‘differential’ da = (−1)|a|µ1S(a). Following [58], we refer to this d as the squifferential. The
usual proof that d2 = 0 in monotone Floer theory shows that on CF∗

S(L,K) we have d2 =WL−λ.
Morally, this is because

d2a = −µ1S
(
µ1S(a)

)
= µ2S

(
a, µ0L

)
+ (−1)|a|−1µ2S

(
µ0K , a

)
= a ·WL − λ · a.

The components LMk are similarly given by the µk+1
S operation, twisted by a sign as in (2.4).

The fact that these do indeed define an A∞-functor is shown in [15, Theorem 6.4], with different
sign conventions, and in [58, Lemma 3.3] in a slightly different setting but with the same sign
conventions. We sketch the argument pictorially below.

Remark 2.11. In characteristic 2, the localised mirror functor can be extended to the ungraded
Fukaya category, now landing in ungraded matrix factorisations [6].
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Figure 1. The A∞-operation µ5
F (left), the squifferential on LM(K) = CF∗

S(L,K) (centre), and the

component LM3 (right).

Figure 2. Codimension-1 degenerations of a LM3 disc.

2.5 Diagrams for operations

We depict the µkF operation on F(X)λ schematically as a disc with k Floer inputs (open circles)
and one Floer output (an open square) on the boundary, as shown in the left-hand part of
Figure 1. The unlabelled inputs are implicitly in anticlockwise order when read from right
to left. We depict the squifferential on a matrix factorisation LM(K) = CF∗

S(L,K) and the
components LMk similarly, with a thick boundary segment indicating the position of the L in
these operations. See the centre and right-hand part of Figure 1. We refer to the Floer input
and output at the end of the thick segment of the boundary as the distinguished input and
output.

The A∞-functor equations for LM can be verified by considering equivalent moduli spaces
to those defining LM but in virtual dimension 1, rather than 0. These moduli spaces can be
compactified in the usual way, and the fact that the boundary comprises zero (signed) points
gives us the required relations. To see this, consider the possible codimension-1 degenerations
of the right-hand disc in Figure 1. Note that we are talking about degenerations of the map;
these may involve degeneration of the domain, but may instead only involve strip breaking
at the inputs or output. Four things can happen: some of the non-distinguished inputs can
bubble off to give a µF operation; the squifferential can bubble off at either the distinguished
input or output, corresponding to the differential on mf; or the disc can break along the thick
segment into two discs of the same form, corresponding to the composition on mf. These four
possibilities are shown in Figure 2, from left to right. An open circle on top of an open square
denotes a Floer generator which is an output of one disc and an input of another. Note that
an unstable disc bubble cannot form, for if it did then it would carry Maslov index at least 2 (by
monotonicity), so deleting the bubble would produce an element of a moduli space similar to
the original configuration but of negative virtual dimension. This moduli space must be empty
by regularity.

In a similar way, the operations µL on CF∗
S(L,L)

op can be depicted as discs whose entire
boundary is thick, as shown in Figure 3. Inputs are now implicitly in clockwise order when read
from right to left. More generally, our convention is that if the boundary has both thick and
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·

·

·

Figure 3. The operations µL on CF∗
S(L,L)

op.

thin segments, then inputs on the interior of the thick segment are clockwise and the rest are
anticlockwise.

These diagrams do not in themselves encode the signs attached to the discs we are count-
ing. We specify these separately by relating them to the standard signs attached to discs
defining µS operations, or to other well-established operations. For example, we could say that
LM3(a3, a2, a1)(a0) is defined by the right hand picture in Figure 1, counted with the same signs
as for µ4S(a3, . . . , a0) but with a sign twist of (−1)|a0|. Or we could say that the µlL operation
on CF∗

S(L,L)
op is defined by Figure 3 but with a sign twist of (−1)△l+l−1.

2.6 Hochschild cohomology

Next we recall various versions of the Hochschild cochain complex. If C is a Z- (or Z/2-)graded
A∞-category over k, then the Z- (respectively Z/2-)graded Hochschild cochain complex CC∗(C)
is given by

CCt(C) =
∏
k≥0

∏
objects
O0,...,Ok

homt
k(hom

∗
C(Ok−1, Ok)[1]⊗ · · · ⊗ hom∗

C(O0, O1)[1], hom
∗
C(O0, Ok)).

The differential on this complex, with sign shifted as in (2.1), satisfies

µ1CC(φ)
k(ak, . . . , a1)

=
∑
i,j

(−1)(|φ|−1)✠iµk−j+1
C

(
ak, . . . , ai+j+1, φ

j(ai+j , . . . , ai+1), ai, . . . , a1
)

+
∑
i,j

(−1)✠i+|φ|φk−j+1
(
ak, . . . , ai+j+1, µ

j
C(ai+j , . . . , ai+1), ai, . . . , a1

)
(2.5)

for all φ ∈ CC∗(C), where ✠i = |a1|+· · ·+|ai|−i. The complex carries A∞-operations defined by

µ2CC(φ2, φ1)
k(ak, . . . , a1)

=
∑

(−1)(|φ2|−1)✠l+(|φ1|−1)✠iµk−j−m+1
C

(
ak, . . . , al+m+1,

φm2 (al+m, . . . , al+1), al, . . . , ai+j+1, φ
j
1(ai+j , . . . , ai+1), ai, . . . , a1

)
and similarly for µ≥3

CC. If C is strictly unital, then CC∗(C) is quasi-isomorphic to the reduced
Hochschild complex CC

∗
(C) given by those φ ∈ CC∗ which vanish whenever one or more input

is the strict unit.

We will mainly be interested in the case where C = F(X)λ. We will also be interested in the
Hochschild cohomology of F(X)λ with coefficients in mf, viewed as a F(X)λ-bimodule via LM.
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This mixed Hochschild complex is given by

CCt(F(X)λ,mf) =
∏
k≥0

∏
Lagrangians
K0,...,Kk

homt
k

(
CF∗(Kk−1,Kk)[1]⊗ · · · ⊗ CF∗(K0,K1)[1],

hom∗
mf(LM(K0),LM(Kk))

)
.

The differential, with sign modified via (2.1), is

µ1CC(φ)
k(ak, . . . , a1)

=
∑
i,j,p,r
q1,...,qp
s1,...,sr

(−1)(|φ|−1)✠iµp+r+1
mf

(
LMsr(ak, . . . , ak−sr+1), . . . ,LMs1(ai+j+s1 , . . . , ai+j+1),

φj(ai+j , . . . , ai+1),LMqp(ai, . . . , ai−qp+1), . . . ,LMq1(aq1 , . . . , a1)
)

+
∑
i,j

(−1)|φ|+✠iφk−j+1
(
ak, . . . , ai+j+1, µ

j
F (ai+j , . . . , ai+1), ai, . . . , a1

)
.

To declutter the notation, we will write expressions like this as

µ1CC(φ) =
∑

(−1)(|φ|−1)✠iµmf(LM(. . . ), . . . ,LM(. . . ), φ(. . . ),LM (. . . ), . . . ,LM(. . . )︸ ︷︷ ︸
i

)

+
∑

(−1)|φ|+✠iφ(. . . , µF (. . . ), i. . .).

Note that the first i refers to the total number of inputs to the LM operations to the right of φ,
not to the number of LM operations themselves. Since mf is a dg-category, i.e., µ≥3

mf = 0, this
simplifies to

µ1CC(φ) = µ1mf(φ(. . . )) +
∑

µ2mf(LM(. . . ), φ(. . . ))

+
∑

(−1)(|φ|−1)✠iµ2mf(φ(. . . ),LM( i. . .))

+
∑

(−1)|φ|+✠iφ(. . . , µF (. . . ), i. . .). (2.6)

Similarly, the product on CC∗(F(X)λ,mf) (with sign modified by (2.2)) simplifies to

µ2CC(ψ,φ) =
∑

(−1)(|ψ|−1)✠iµ2mf(ψ(. . . ), φ(
i. . .)), (2.7)

and we have µ≥3
CC = 0. See [51, Section (1d)] for further discussion of this mixed Hochschild

complex, viewed as endomorphisms of φ in the A∞-category of A∞-functors F(X)λ → mf.

Remark 2.12. For the ungraded Fukaya category, in characteristic 2, we can define everything
by the same formulae but ignoring the signs. Hochschild cohomology is itself ungraded in
this case.

2.7 The closed-open map

The last thing we need to recall for now is the closed-open string map, so fix a class α in QH∗(X)
and a pseudocycle [63] Z → X representing its Poincaré dual. We will use Z to define COλ(α)
and CO0

L(α).
The class COλ(α) ∈ HH|α|(F(X)λ) is represented by the cocycle σ defined as follows. For

each k ≥ 0, the component

σk : CF∗(Kk−1,Kk)[1]⊗ · · · ⊗ CF∗(K0,K1)[1]→ CF∗(K0,Kk),
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·
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·

Figure 4. The cocycles σ (left) and σL (right), representing COλ(α) and CO0
L(α), respectively.

counts rigid pseudoholomorphic discs with k inputs (anticlockwise) and a single output on the
boundary, and with an interior marked point constrained to lie on Z. We depict this as shown on
the left in Figure 4, with the solid dot indicating the marked point on Z. This cocycle depends
on a choice of regular perturbation data, which should be compatible with degeneration of the
domain in the following sense. Whenever the domain degenerates, the induced perturbation data
on the disc component carrying the interior marked point should agree with those defining σ,
whilst the induced perturbation data on the other components should agree with those defining
the A∞-operations µF . Suitable perturbation data can be constructed by induction on k in the
usual way, as in [51, Section 9]. The Hochschild cohomology class of σ is independent of this
choice.

The class CO0
L(α) ∈ HF

|α|
S (L,L)(op) is represented by the cocycle σL that counts rigid pseu-

doholomorphic discs with a single interior marked point constrained to Z, and a single output
on the boundary, as depicted on the right in Figure 4. We can use arbitrary regular pertur-
bation data that agree with the Floer datum for L at the output. The signs are the same as
those for σ0 (that is, the k = 0 component of σ), which we will not need explicit expressions
for.

The fact that COλ is an algebra homomorphism is proved in [54, Proposition 2.1]. Apply-
ing the k = 0 part of this proof to FS(X)WL

shows that CO0
L is an algebra homomorphism

to HF∗
S(L,L). Since QH∗(X) is graded-commutative, CO0

L is also an algebra homomorphism
to HF∗

S(L,L)
op.

The homomorphism CO0
L is unital because for α = 1X , represented by Z = X, the cocycle σL

defines the cohomological unit in CF∗
S(L,L)

(op) [54, Section 2.4]. However, unitality of COλ is
more subtle. In [34], Ganatra introduces the 2-pointed Hochschild complex 2CC

∗(F(X)λ), which
describes endomorphisms of the diagonal bimodule, and a corresponding 2-pointed closed-open
map 2COλ. We are slightly modifying his notation here to align it with ours. He constructs
a chain map

Ψ: CC∗(F(X)λ)→ 2CC
∗(F(X)λ),

which intertwines COλ with 2COλ [34, Proposition 5.6], and which is a quasi-isomorphism when
working over a field [34, Proposition 2.5]. Unitality of COλ is then proved over C in [48,
54] by showing that 2COλ is unital (over any ring) and invoking Ganatra’s results to transfer
this (over a field) to COλ. Unitality of COλ over an arbitrary coefficient ring seems to be
unknown.

Remark 2.13. The restriction to field coefficients here is analogous to the projectivity hy-
pothesis in [62, Corollary 9.1.5], which interprets Hochschild cohomology in terms of bimodule
Ext groups.
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3 Proof of Theorems A and B

With this setup in place, we are ready to prove our first two main theorems. Recall that
Theorem A asserts the existence of a cohomologically unital S-linear A∞-algebra homomorphism

Θ: CF∗
S(L,L)

op → CC∗(F(X)λ,mf),

extending the module action of CF∗
S(L,L)

op on LM in a way we shall make precise in Section 3.3.
Theorem B then asserts that Θ fits into a commutative diagram

QH∗(X) HH∗(F(X)λ)

HF∗
S(L,L)

op HH∗(F(X)λ,mf).

COλ

CO0
L H(LM∗)

H(Θ)

3.1 Constructing Θ

First we define the map Θ. To do this, for each tuple c1, . . . , cl in CF∗
S(L,L)

op with l ≥ 1 we
need to specify the element Θl(cl, . . . , c1) in CC∗(F(X)λ,mf). This amounts to defining, for
each k ≥ 0, each (k + 1)-tuple of objects K1, . . . ,Kk in F(X)λ, each k-tuple of morphisms

(ak, . . . , a1) ∈ CF∗(Kk−1,Kk)× · · · × CF∗(K0,K1), (3.1)

and each x in LM(K0) = CF∗
S(L,K0), an element

Θl(cl, . . . , c1)(ak, . . . , a1)(x) ∈ LM(Kk) = CF∗
S(L,Kk). (3.2)

Definition 3.1. The element (3.2) is defined by counting analogous curves to those defining µ1mf

and LM but with additional inputs on the thick segment of the boundary, and twisted by
a sign. More precisely, we count rigid discs of the form shown in Figure 5, with inputs a1, . . . , ak
anticlockwise on the ordinary segment of the boundary, and c1, . . . , cl clockwise on the thick
segment. Each disc contributes with the same sign as it would towards

µk+l+1
S (ak, . . . , a1, x, c1, . . . , cl)

but with a twist of

(−1)(□l−1)(|x|−1)+△l+l−1. (3.3)

Here△l =
∑

i<j(|ci| − 1)(|cj | − 1) as before, and □l =
∑

j(|cj | − 1); we call this □ rather than✠
to distinguish it from the corresponding quantity for the ai.

a1
ak

···

c1
cl ···

x

Figure 5. The discs defining Θ(cl, . . . , c1)(ak, . . . , a1)(x).
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Figure 6. Degenerations corresponding to terms in (3.4).

As usual, we have to choose regular perturbation data, and we do this by induction on the
number of inputs, compatibly with degeneration of the domain in the following sense. After
a degeneration, each of the components looks like the domain of a curve defining Θ (but with
strictly fewer a- or c-inputs), LM, µL, or µF , for which we have already defined perturbation
data. We require that the perturbation data induced by the degeneration agree with those
already defined on each component.

Remark 3.2. Discs of a similar form to Figure 5, with a distinguished input and output sepa-
rated by arbitrarily many inputs on either side, appear in the definition of Ganatra’s 2-pointed
closed-open map [34, Section 5.6].

3.2 Θ is a homomorphism

The heart of Theorem A is the following result.

Proposition 3.3. Θ is an A∞-algebra homomorphism.

Before proving this, we introduce a useful shorthand: we add a bar to operations involving
sign twists to denote the same operations without the sign twists. For example, Θ, LM, and µL
count the same discs as Θ, LM, and µL but with the signs that would be carried by the plain µS
operations with the corresponding inputs.

Proof of Proposition 3.3. Consider the moduli spaces of discs analogous to those defining Θ
but in virtual dimension 1. The boundaries of their compactifications comprise degenerate
configurations illustrated in Figure 6, and give rise to relations between Θ, LM, µL, µF , and µ

1
S ,

just as we obtained the A∞-functor equations for LM in Section 2.5. (The µ1S terms represent
squifferentials on matrix factorisations, modulo sign twists, and did not appear in the discussion
of perturbation data in Definition 3.1 since they do not correspond to degeneration of the
domain.) The resulting relations are exactly analogous to those proving the A∞-relations for
µS , except for the twisting of signs in Θ, LM, and µL. Temporarily ignoring the sign twists,
we obtain

µ1S
(
Θ(. . . )(. . . )(x)

)
+ (−1)□l Θ(. . . )(. . . )

(
µ1S(x)

)
+
∑

(−1)□l−□l−j Θ
(
j. . ., µL(. . . ), . . .

)
(. . . )(x)
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+
∑

(−1)□l+|x|−1+✠i Θ(. . . )(. . . , µF (. . . ), i. . .)(x) +
∑
LM(. . . )

(
Θ(. . . )(. . . )(x)

)
+
∑

(−1)□l Θ(. . . )(. . . )
(
LM(. . . )(x)

)
+
∑

(−1)□l−□j Θ(. . . )(. . . )
(
Θ
(
j. . .
)
(. . . )(x)

)
= 0. (3.4)

Some of the sums may be empty if the number of inputs is small. For example, if k = 0 (no
a-inputs), then the fourth sum is empty, whilst if l = 1 (only one c-input), then the final sum is
empty. The clockwise ordering of the c-inputs is needed to make the composition of Θ operations
in the final sum come out the right way round.

Next we reinstate the sign twists for Θ, LM, and µL, namely (3.3), (−1)|distinguished input|,
and (2.3). After simplifying, and cancelling off an overall factor of (−1)□l(|x|−1)+△l+l, (3.4) be-
comes

µ1mf(Θ(. . . )(. . . )) +
∑

(−1)□l+✠i+1Θ(. . . )(. . . , µF (. . . ), i. . .)

+
∑

µ2mf(LM(. . . ),Θ(. . . )(. . . )) +
∑

(−1)□l✠iµ2mf(Θ(. . . )(. . . ),LM( i. . .))

+
∑

(−1)(□l−□j)✠iµ2mf

(
Θ(. . . )(. . . ),Θ

(
j. . .
)
( i. . .)

)
=

∑
(−1)□jΘ

(
. . . , µL(. . . ),

j. . .
)
(. . . ). (3.5)

Note that we have eliminated x and are now viewing this as an equality in

hom∗
mf(LM(K0),LM(Kk))

rather than LM(Kk). Using the expressions (2.6) and (2.7) for µ1CC and µ2CC, we can rewrite
(3.5) as

µ1CC(Θ(. . . )) +
∑

µ2CC(Θ(. . . ),Θ(. . . )) =
∑

(−1)□jΘ
(
. . . , µL(. . . ),

j. . .
)
.

This an equality in CC∗(F(X)λ,mf), and is exactly the A∞-homomorphism equation for Θ that
we wanted to prove. ■

3.3 Compatibility with the module action

Next we explain, and prove, the sense in which Θ extends the module action of CF∗
S(L,L)

op

on LM. Note that for each objectK in F(X)λ the matrix factorisation LM(K) = CF∗
S(L,K) is

naturally a right module for CF∗
S(L,L), and hence a left module for CF∗

S(L,L)
op. This module

action is described by a chain map

TK : CF∗
S(L,L)

op → end∗mf(LM(K)),

which is given explicitly by

TK(c)(x) = (−1)|c||x|+|c|µ2S(x, c) (3.6)

for c ∈ CF∗
S(L,L)

op and x ∈ LM(K). Here the (−1)|c||x| is a Koszul sign whilst the (−1)|c|
corresponds to the usual sign (2.2) relating products to µ2 operations.

The relationship between this module action and Θ is then as follows.

Lemma 3.4. For each object K in F(X)λ, the projection of Θ1 to length zero on K is homotopic
to TK .

Proof. The projection of Θ1 to length zero corresponds to the l = 1, k = 0 case of Defini-
tion 3.1. Comparing this definition with (3.6) proves the result, after noting that (3.3) reduces
to (−1)|c||x|+|c|. We only get ‘homotopic to’ since we did not specify that the perturbation data
used to define Θ should be compatible with those used to define TK . ■

The remaining assertion of Theorem A is that Θ is cohomologically unital. We defer this to
Corollary 3.11, since we will deduce it from Theorem B.
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3.4 Independence of choices

Our constructions so far depend on choices of Floer and perturbation data for CF∗
S(L,L)

op,
F(X)λ, LM, and Θ, as well as a choice of Lagrangians to allow as objects in F(X)λ. We now
explain the sense in which the homomorphism Θ is independent of these choices. We break this
into two parts, depending on which choices are being changed, but these parts can of course be
combined to deal with arbitrary changes of auxiliary data.

First, suppose we fix a choice of Floer and perturbation data for CF∗
S(L,L)

op. That is, we
fix the domain of Θ. Now suppose we have defined F(X)λ, LM, and Θ using two different sets
of auxiliary choices. We indicate these with subscripts 1 and 2. The invariance result is then
that the maps Θ1 and Θ2 are related by a zigzag, in the following sense.

Lemma 3.5. There exists a Fukaya category, denoted F(X)λ,+, containing F(X)λ,1, F(X)λ,2
as full subcategories, such that the functors LMi extend to LM+ : F(X)λ,+ → mf, and the
homomorphisms Θi extend to Θ+ : CF∗

S(L,L)
op → CC∗(F(X)λ,+,mf). The following diagram

then tautologically commutes:

CF∗
S(L,L)

op CC∗(F(X)λ,1,mf)

CC∗(F(X)λ,2,mf) CC∗(F(X)λ,+,mf),

Θ1

Θ2

Θ+
restrict

restrict

and if F(X)λ,1 and F(X)λ,2 have essentially the same objects, in the sense that any Lagrangian
in one is split-generated by the Lagrangians in the other, then the two restriction arrows are
quasi-isomorphisms.

Proof. Except for the last part, this is a standard double category argument, as in [51, Sec-
tion (10a)]. Concretely, we construct a category whose set of objects is the disjoint union of
the sets of objects in F(X)λ,1 and F(X)λ,2. We call objects originating in F(X)λ,i objects
of type i. When defining operations involving only objects of type i, we use auxiliary data
from F(X)λ,i, LMi, and Θi. For operations involving mixtures of objects of the two types, we
make arbitrary choices of auxiliary data, compatible with those already chosen.

Now suppose that F(X)λ,1 and F(X)λ,2 have essentially the same objects, so that the in-
clusions F(X)λ,i → F(X)λ,+ are quasi-equivalences. The fact that the restriction maps induce
isomorphisms on Hochschild cohomology then follows from standard Morita invariance prop-
erties. Explicitly, one applies the Eilenberg–Moore comparison theorem (Theorem 4.5) to the
length filtration; because we are working over a field this reduces the problem to the cohomology
categories; and there one can give an explicit homotopy inverse [51, Lemma 2.6]. ■

Now suppose instead that we fix auxiliary data for F(X)λ and LM, but choose two sets
of data for CF∗

S(L,L)
op, again denoted by subscripts 1 and 2. For each i, we can construct

a homomorphism Θi : CF∗
S(L,L)

op
i → CC∗(F(X)λ,mf). As above, the invariance result is that

these maps are related by a zigzag, but this time it has the following form.

Lemma 3.6. There exists a cohomologically unital A∞-algebra A, equipped with a cohomologi-
cally unital A∞-algebra homomorphism

ΘA : A → CC∗(F(X)λ,mf)

and cohomologically unital A∞-quasi-isomorphisms

Ii : CF∗
S(L,L)

op
i → A,
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such that the following diagram commutes:

A CF ∗
S(L,L)

op
1

CF ∗
S(L,L)

op
2 CC∗(F(X)λ,mf).

ΘA
Θ1

I1

I2

Θ2

Proof. We adapt the arguments of [46, Section 2.4], based on the triangle algebra of [41,
Section 4.5], in conjunction with another double category argument. First, we view CF∗

S(L,L)
op
1

and CF∗
S(L,L)

op
2 as the endomorphism algebras of objects L1 and L2 in FS(X)opWL

. The usual
Floer continuation map construction gives a quasi-isomorphism f : L1 → L2, and we define A
to be (

hom∗(L1,L1) hom∗(L2,L1)[1]
0 hom∗(L2,L2)

)
,

with A∞-operations given by summing over µS with all possible insertions of f . All such sums
are finite since we can never insert more than one copy of f .

This A is the upper-triangular version of the triangle algebra in [46], and has cohomologi-
cal unit[(

eL1 0
0 0

)]
=

[(
0 0
0 eL2

)]
.

Following that paper, but dualising (i.e., reversing directions of maps), we define the maps Ii
by taking I1i to be the inclusion of the ith diagonal summand into A, and taking all higher
components I≥2

i to be zero. These maps are immediately seen to be cohomologically unital
A∞-algebra homomorphisms, and are quasi-isomorphisms by dualising [46, Lemma 2.17].

Next, we define ΘA in a similar way to Θ but with perturbation data depending on where
the inputs live (i.e., in which hom∗(Li,Lj)), and again summing over all possible insertions
of f . We choose these perturbation data to coincide with those defining Θi when all inputs
lie in hom∗(Li,Li). The composition ΘA ◦ Ii then tautologically coincides with Θi, completing
the proof. ■

Since we are working over a field k, the A∞-quasi-isomorphisms are automatically invertible.
We could therefore straighten out the zigzags in the above results if desired.

3.5 Transferring the closed-open map to matrix factorisations

We next prove commutativity of the diagram in Theorem B. Explicitly, for an arbitrary class
α ∈ QH∗(X) we want to show that

H(LM∗) ◦ COλ(α) = H(Θ) ◦ CO0
L(α).

After fixing a pseudocycle Z → X Poincaré dual to α, and choosing suitable perturbation data,
we have cocycles σ ∈ CC|α|(F(X)λ) and σL ∈ CF

|α|
S (L,L)op representing COλ(α) and CO0

L(α)
respectively, as defined in Section 2.7. Our task is then to show that LM∗(σ)−Θ1(σL) is exact,
which we shall do by constructing geometrically a Hochschild cochain τ ∈ CC|α|−1(F(X)λ,mf)
satisfying

µ1CC(τ) = LM∗(σ)−Θ1(σL).

Such a τ is specified by its values τk(ak, . . . , a1)(x), for a1, . . . , ak as in (3.1) and x ∈ LM(K0) =
CF∗

S(L,K0).
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x

a1
ak

···

Figure 7. The definition of τk(ak, . . . , a1)(x).

Figure 8. Example codimension-1 degenerations of a τ2(a2, a1) disc. From left to right: Θ1(σL)(a2, a1);

LM1(a2) ◦ τ1(a1); LM3
(
σ0, a2, a1

)
; τ1

(
µ2
F (a2, a1)

)
.

Definition 3.7. The element τk(ak, . . . , a1)(x) ∈ LM(Kk) = CF∗
S(L,Kk) is defined by counting

rigid discs of the form shown in Figure 7. As in Section 2.7, the solid dot indicates an interior
marked point constrained to lie on Z. Each disc counts with the same sign as it would towards
COλ(α)(ak, . . . , a1, x) but twisted by (−1)|α||x|+|α|+|x|. We write τ for the same cochain but
without the sign twist. (Of course, COλ(α)(ak, . . . , a1, x) does not strictly make sense, since x
is a morphism in FS(X) rather than F(X)λ, but this is irrelevant for the purpose of defining
signs.)

We choose regular perturbation data by induction, compatibly with degeneration of the
domain in the following sense. After degeneration, each component looks like the domain of
a curve defining τ (but with strictly fewer inputs), σ, Θ1, σL, LM, or µF , and we require that
perturbation data induced by the degeneration agree with those already defined. See Figure 8
for examples of codimension-1 degenerations. We ask that the perturbation data induced by the
degeneration agrees with those already defined on each component.

Remark 3.8. The relationship between τ and σ is analogous to the relationship between LM
and µF (add a single thick segment to the boundary). Similarly, the relationship between τ
and LM is analogous to the relationship between σ and µF (add an interior marked point
constrained to Z).

We now verify that τ has the desired property.

Proposition 3.9. The cochain τ satisfies

µ1CC(τ) = LM∗(σ)−Θ1(σL).

Passing to cohomology gives the following.
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Corollary 3.10. For any α in QH∗(X), we have

H(LM∗) ◦ COλ(α) = H∗(Θ) ◦ CO0
L(α),

i.e., the diagram in Theorem B commutes.

Proof of Proposition 3.9. Consider the boundaries of the compactified moduli spaces of discs
equivalent to those defining τ but in virtual dimension 1. This gives relations analogous to those
proving that σ is a Hochschild cocycle, i.e.,∑

(−1)(|α|−1)✠iµF (. . . , σ(. . . ), i. . .) +
∑

(−1)|α|+✠iσ(. . . , µF (. . . ), i. . .) = 0, (3.7)

except for the presence of L and the twisting of signs in τ , Θ, and LM. The analogue of (3.7)
is then

Θ
1
(σL)(. . . )(x) +

∑
LM(. . . )(τ(. . . )(x)) + µ1S(τ(. . . )(x))

+
∑

(−1)(|α|−1)(|x|−1+✠i) LM(. . . , σ(. . . ), i. . .)(x) + (−1)|α| τ(. . . )
(
µ1S(x)

)
+
∑

(−1)|α| τ(. . . )
(
LM(. . . )(x)

)
+
∑

(−1)|α|+|x|−1+✠i τ(. . . , µF (. . . ), i. . .)(x) = 0

for all x. Passing back to the sign-twisted versions and cancelling off (−1)|α|(|x|−1), this becomes

Θ1
(
σ0L

)
(. . . )(x) +

∑
(−1)|α|+✠i+1 LM(. . . )(τ( i. . .)(x)) + (−1)|x|µ1S(τ(. . . )(x))

+
∑

(−1)(|α|−1)✠i+1 LM(. . . , σ(. . . ), i. . .)(x) + (−1)|x|−1τ(. . . )
(
µ1S(x)

)
+

∑
(−1)|α|✠i+✠i+1τ(. . . )(LM( i. . .)(x))

+
∑

(−1)|α|−1+✠iτ(. . . , µF (. . . ), i. . .)(x) = 0.

The third and fifth terms combine to give µ1mf(τ(. . . ))(x), so we can drop the explicit x and get

Θ1
(
σ0L

)
(. . . ) +

∑
µ2mf(LM(. . . ), τ( i. . .)) + µ1mf(τ(. . . ))

−
∑

(−1)(|α|−1)✠i LM(. . . , σ(. . . ), i. . .) +
∑

(−1)|α|✠iµ2mf(τ(. . . ),LM( i. . .))

+
∑

(−1)|α|−1+✠iτ(. . . , µF (. . . ), i. . .) = 0.

The second, third, fifth, and sixth terms are µ1CC(τ), using (2.6), whilst the fourth term
is −LM∗σ, so rearranging gives the result. ■

3.6 Unitality of Θ

It is now easy to complete the proof of Theorem A.

Corollary 3.11. The A∞-algebra homomorphism Θ is cohomologically unital.

Proof. This follows immediately from the commutative diagram in Theorem B using the uni-
tality of CO0

L, COλ, and H((LML[λ])∗). ■

Remark 3.12. We mentioned in Remark 1.16 that Theorem A holds over an arbitrary ground
ring. However, the above proof of cohomological unitality breaks down because, as noted at the
end of Section 2.7, it is really the 2-pointed closed-open map 2COλ that is known to be unital, and
this is only known to coincide with COλ over a field. To prove that Θ is cohomologically unital
over an arbitrary ring, one can use the resemblance between CC∗(F(X)λ,mf) and the 2-pointed
Hochschild complex to directly mimic the proof of unitality of the 2COλ in [54, Lemma 2.3].
We leave the details to the interested reader.
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4 Proof of Theorem C

Unsurprisingly, in this section we prove Theorem C. Recall that the setup is as follows. We
denote by E the matrix factorisation CF∗

S

(
L, L♭

)
given by the image of L♭ ∈ F(X)λ under LM,

and by B its endomorphism dg-algebra. The map Θ induces an A∞-algebra homomorphism

ΘL♭ : CF∗
S(L,L)

op → CC∗(CF∗(L♭, L♭),B).
The monodromy of the local system L on L♭ corresponds to a homomorphism S → k, whose
kernel we denote by m. For any ideal I in S contained in m we write R for S/I and R̂ for its
m-adic completion. All of the constructions we previously made over S we can make over R̂
instead, and we denote the results by CF∗

R̂

(
L♭, L♭

)(op)
, ĈO0

L, B̂, and so on. The statement of
Theorem C is that

Θ̂L♭ : CF∗
R̂
(L,L)op → CC∗(CF∗(L♭, L♭), B̂ )

is a quasi-isomorphism, i.e., that the chain map Θ̂1
L♭ is a quasi-isomorphism.

4.1 Simplifying the complexes

The chain map Θ̂1
L♭ is S-linear (in fact, R̂-linear) so respects the m-adic filtrations on the domain

and codomain and induces a map between the associated gradeds. The first step towards proving
that it is a quasi-isomorphism is to study these filtrations and associated gradeds, which are
much simpler. This is the goal of the present subsection.

As preliminary step, note that S = k[H1(L;Z)] is a quotient of a Laurent polynomial ring
over k in finitely many variables (since H1(L;Z) is finitely generated), so is Noetherian. Thus m
is finitely generated, and so the following properties hold.

Lemma 4.1.

(i) R̂ is m-adically complete, i.e., the natural map R̂→ lim←− R̂/m
pR̂ is an isomorphism.

For all p and q with p ≤ q, we have

(ii) mpR̂ = ker
(
R̂→ R/mp

)
, and this is the m-adic completion m̂pR of mpR = (mp + I)/I.

(iii) mpR̂/mqR̂ = mpR/mqR = (mp + I)/(mq + I), and this is finite-dimensional over k.

Proof. Parts (i) and (ii) are special cases of [59, Lemma 10.96.3].

The second equality in (iii) is obvious, whilst the first comes from taking the short exact
sequence

0→ mqR→ mpR→ mpR/mqR→ 0,

applying [59, Lemma 10.96.4] to get a short exact sequence 0→ m̂qR→ m̂pR→ mpR/mqR→ 0,
and then using (ii) to rewrite this as 0→ mqR̂→ mpR̂→ mpR/mqR→ 0. To prove finite-
dimensionality, it suffices to show that mp/mq is finite-dimensional, and by induction it is enough
to deal with the case q = p + 1. For this, note that mp/mp+1 ∼= (R/m) ⊗R mp, and R/m = k,
so a finite k-spanning set for mp/mp+1 can be obtained by taking a finite generating set for mp

and tensoring with 1 ∈ R/m. ■

We can now prove the two results we need.
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Lemma 4.2. CF∗
R̂
(L,L)op is m-adically complete and for each p we have an identification of

complexes

grpCF∗
R̂
(L,L)op =

(
(mp + I)

/(
mp+1 + I

))
⊗ CF∗(L♭, L♭)op.

Undecorated tensor products are over k, as usual, and the differential on the right-hand side
is defined to be the identity on the first tensor factor and the ordinary Floer differential on
the second.

Proof. First note that CF ∗
R̂
(L,L)op is a free R̂-module of finite rank. Therefore, completeness

follows from Lemma 4.1 (i), whilst the description of grpCF ∗
R̂
(L,L)op at the level of vector spaces

follows from Lemma 4.1 (iii). The differential on CF∗
R̂
(L,L)op is given in our diagrammatic

notation by counting discs with thick boundary, a single boundary input, and a single boundary
output. Reducing modulo m converts the thick boundary, which corresponds to an S or R̂ weight,
to an ordinary boundary, corresponding to the parallel transport of the local system L. In other
words, it reduces the differential to that on CF∗(L♭, L♭)op, with the

(
(mp + I)

/(
mp+1 + I

))
factor just coming along for the ride. ■

Lemma 4.3. CC∗(CF∗(L♭, L♭), B̂ ) is m-adically complete and for each p we have an identifi-
cation of complexes

grpCC∗(CF∗(L♭, L♭), B̂ )
=

(
(mp + I)

/(
mp+1 + I

))
⊗ CC∗(CF∗(L♭, L♭), end∗k(CF(L♭, L♭))). (4.1)

The differential on the left-hand side is the associated graded of (2.6), restricted to the single
object L♭ so that µmf becomes µB̂ and LM becomes Φ̂. The differential on the right-hand side is
defined by the same formula reduced modulo m on the second tensor factor, and by the identity
on the first tensor factor.

Proof. For each p the ideal mp ⊂ S is finitely generated, say by s1, . . . , sk, so we have

mpCC∗(CF∗(L♭, L♭), B̂ ) = ∑
j

sj CC
∗(CF∗(L♭, L♭), B̂ )

=
∑
j

CC∗(CF∗(L♭, L♭), sjB̂ ) = CC∗(CF∗(L♭, L♭),mpB̂
)
.

We also have for all p and q with p ≤ q that

mpB̂/mqB̂ = hom∗
R̂

(
CF∗

R̂

(
L, L♭

)
,mpCF∗

R̂

(
L, L♭

)
/mq CF∗

R̂

(
L, L♭

))
= hom∗

R̂

(
CF∗

R̂

(
L, L♭

)
, ((mp + I)/(mq + I))⊗ CF∗(L♭, L♭))

= hom∗
k

(
CF∗(L♭, L♭), ((mp + I)/(mq + I))⊗ CF∗(L♭, L♭))

= ((mp + I)/(mq + I))⊗ end∗k
(
CF∗(L♭, L♭)).

The second equality follows from similar arguments to Lemma 4.2.

We thus have for all p that

grpCC∗(CF∗(L♭, L♭), B̂ )
= CC∗(CF∗(L♭, L♭),mpB̂

)/
CC∗(CF∗(L♭, L♭),mp+1B̂

)
=

∏
r≥0

hom∗
k

(
CF∗(L♭, L♭)[1]⊗r, grp B̂ )
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=
∏
r≥0

(
(mp + I)

/(
mp+1 + I

))
⊗ hom∗

k

(
CF∗(L♭, L♭)[1]⊗r, end∗k(CF∗(L♭, L♭)))

=
(
(mp + I)

/(
mp+1 + I

))
⊗ CC∗(CF∗(L♭, L♭), end∗k(CF(L♭, L♭))),

proving the second part of the lemma. In the fourth equality we used finite-dimensionality from
Lemma 4.1 (iii).

For the first part of the lemma, note that we similarly have

lim←−CC∗(CF∗(L♭, L♭), B̂ )/mpCC∗(CF∗(L♭, L♭), B̂ )
=

∏
r≥0

lim←− hom∗
k

(
CF∗(L♭, L♭)[1]⊗r, B̂/mpB̂

)
=

∏
r≥0

hom∗
k

(
CF∗(L♭, L♭)[1]⊗r, lim←−B̂/mpB̂

)
= CC∗(CF∗(L♭, L♭), B̂ ).

Here in the last equality we used completeness of B̂, which follows from Lemma 4.1 (i) plus the
fact that B̂ is a free R̂-module of finite rank. ■

Remark 4.4. An equivalent way to describe the differential on the second tensor factor on
the right-hand side of (4.3) is that we view end∗k

(
CF∗(L♭, L♭)) as a CF∗(L♭, L♭)-bimodule

via gr Φ̂, which is the map induced by the Yoneda module YL♭ , viewed as an A∞-functor
F(X)λ → Chk (chain complexes over k). Explicitly, writing µ∗end for the A∞-algebra opera-
tions on end∗k

(
CF∗(L♭, L♭)), the bimodule operations are

µ0|1|0(ζ)(x) = −µ1end(ζ)(x) = (−1)|x|+1
(
µ1F (ζ(x))− ζ

(
µ1F (x)

))
,

µk|1|0(ak, . . . , a1, ζ)(x) = −µ2end
(
YL♭(ak, . . . , a1), ζ

)
(x) = (−1)|x|+1µF (ak, . . . , a1, ζ(x)),

µ0|1|l(ζ, al, . . . , a1)(x) = (−1)✠l+1µ2end
(
ζ, YL♭(al, . . . , a1)

)
(x) = (−1)|x|ζ(µF (al, . . . , a1, x)),

µk|1|l = 0. (4.2)

Here k and l are positive integers, x and the ai are in CF∗(L♭, L♭), and ζ is in end∗k
(
CF∗(L♭, L♭)).

The differential on CC∗(CF∗(L♭, L♭), end∗k(CF∗(L♭, L♭))), as defined by (2.6) (restricted to L♭

and reduced modulo m), is expressed in terms of these bimodule operations by (B.1).

4.2 Applying Eilenberg–Moore

To leverage the simplifications, we have just made, we will use the Eilenberg–Moore compar-
ison theorem. Before stating this, recall that a filtration F pC of a complex C is exhaustive
if
⋃
p F

pC = C and complete if the natural map C → lim←−C/F
pC is an isomorphism.

Theorem 4.5 (Eilenberg–Moore comparison theorem [23] and [62, Theorem 5.5.11]). Sup-
pose C and D are cochain complexes equipped with filtrations that are exhaustive and complete,
and f : C → D is a filtered chain map. If there exists r ≥ 0 such that f induces an isomorphism
between the rth pages, Er, of the associated spectral sequences, then f is a quasi-isomorphism.

Unsurprisingly, we shall apply this to the chain map

Θ̂1
L♭ : CF∗

R̂
(L,L)op → CC∗(CF∗(L♭, L♭), B̂ ),

where the domain and codomain are both equipped with the m-adic filtrations. By Lemmas 4.2
and 4.3, these filtrations are complete, and they are obviously exhaustive. We already noted
that Θ̂1

L♭ preserves the filtrations, so, by Eilenberg–Moore, the generalised Theorem C is implied
by the following result.



32 J. Smith

Proposition 4.6. The map Θ̂1
L♭ induces an isomorphism between the E1 pages of the associated

spectral sequences. In other words, the associated graded map

gr Θ̂1
L♭ : grCF∗

R̂
(L,L)op → grCC∗(CF∗(L♭, L♭), B̂ )

is a quasi-isomorphism.

Proof. By Lemmas 4.2 and 4.3, for each p we can view grp Θ̂1
L♭ as a map(

(mp + I)
/(

mp+1 + I
))
⊗ CF∗(L♭, L♭)op

→
(
(mp + I)

/(
mp+1 + I

))
⊗ CC∗(CF∗(L♭, L♭), end∗k(CF(L♭, L♭))).

By inspecting the definition of Θ, this map can be written as id(I+mp)/(I+mp+1)⊗θ, where θ is the
reduction of Θ̂1

L♭ modulo m. This can be seen by ‘reducing diagrams mod m’ as in Lemma 4.2.
To show that gr Θ̂1

L♭ is a quasi-isomorphism, it therefore suffices to show that

θ : CF∗(L♭, L♭)op → CC∗(CF∗(L♭, L♭), end∗k(CF∗(L♭, L♭)))
is a quasi-isomorphism. And from the construction of Θ in Definition 3.1, we have an explicit
formula for θ, namely

θ(c)(ak, . . . , a1)(x) = (−1)|c|(|x|−1)µF (ak, . . . , a1, x, c) (4.3)

for all c, ai, and x in CF∗(L♭, L♭)(op).
In Appendix B, we study the purely algebraic problem of understanding complexes of the

form CC∗(A, hom∗
k(A,N )), where A is an A∞-algebra, N is a (left) A-module, and both are co-

homologically unital. Here hom∗
k(A,N ) is viewed as an A-bimodule using the A-module actions

on A and N . In the case where A = N = CF∗(L♭, L♭), this bimodule action on hom∗
k(A,N )

agrees with the one defined on end∗k
(
CF∗(L♭, L♭)) by (4.2). This can be proved by directly

comparing (4.2) with (B.2) after setting µM = µN = −µF in the latter. The minus sign here is
our standard convention for viewing an A∞-algebra as a module over itself.

We can therefore apply the analysis of Appendix B to CC∗(CF∗(L♭, L♭), end∗k(CF∗(L♭, L♭))).
In particular, Corollary B.4 tells us that the map

Π: CC∗(CF∗(L♭, L♭), end∗k(CF∗(L♭, L♭)))→ CF∗(L♭, L♭)
given by Π(φ) = (−1)|φ|φ0(eL♭) is a quasi-isomorphism. Here eL♭ is a chain-level representative
for the unit in HF∗(L♭, L♭). To complete the proof of Proposition 4.6, and hence of the gen-

eralised Theorem C, it therefore suffices to show that the chain map Π ◦ θ : CF∗(L♭, L♭)op →
CF∗(L♭, L♭) is a quasi-isomorphism.

To do this, we just plug (4.3) into the definition of Π. We see that for all c ∈ CF∗(L♭, L♭)(op)
Π ◦ θ(c) = (−1)|c|θ(c)0(eL♭) = µ2F (eL♭ , c).

When c is a cocycle, this is cohomologous to (−1)|c|c by definition of cohomological unitality.
Therefore, Π ◦ θ induces the map (−1)∗ on HF∗(L♭, L♭)(op), which is an isomorphism. ■

Remark 4.7. The reader may be puzzled by the fact that Π ◦ θ is supposed to be a chain
map, but the map CF∗(L♭, L♭)op → CF∗(L♭, L♭) given by c 7→ µ2F (eL♭ , c) intertwines µ1F on the
domain with minus µ1F on the codomain. This mystery is resolved when one notes that the
domain is being treated as an A∞-algebra but the codomain is being treated (via Corollary B.4)
as an A∞-module. So −µ1F is indeed the correct µ1 operation on the codomain.
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5 Reduction mod m2 and Tonkonog’s criterion

In [60], Tonkonog considers a loop γ of Hamiltonian symplectomorphisms of X preserving our
Lagrangian L setwise. Associated to γ is a Seidel element S(γ) ∈ QH∗(X), introduced in [49],
and Tonkonog’s goal is to compute COL♭(S(γ)) ∈ HH∗(CF∗(L♭, L♭)). In Section 5.1, we recall
his main result, which is a criterion for COL♭(S(γ)) to be linearly independent of the Hochschild
cohomology unit, or more generally for COL♭(S(γ) ⋆ Q) to be linearly independent of COL♭(Q)
for arbitrary fixed Q ∈ QH∗(X). We then discuss the reduction of CO0

L modulo m2, and how
this gives a new interpretation of his result (Theorem D), explaining the potentially mysterious
hypothesis in a natural way. Throughout this section, we use a pearl model for Floer cohomology,
as constructed by Biran–Cornea [9], and we write µk (without subscript) for the A∞-operations
on CF∗(L♭, L♭).
5.1 Tonkonog’s criterion

Let ρ : H1(L;Z) → k× denote the monodromy of the local system L on L♭, as usual, and let
l ∈ H1(L;Z) denote the homology class of an orbit of γ on L. Building on work of Charette–
Cornea [12], Tonkonog first calculates CO0

L♭(S(γ)).

Proposition 5.1 ([60, Theorem 1.7 (a)]). We have

CO0
L♭(S(γ)) = (−1)ε(l)ρ(l) · 1L♭ ∈ HF∗(L♭, L♭),

where 1L♭ is the unit in HF∗(L♭, L♭) and (−1)ε(l) is a specific sign that is unimportant for our
purposes.

Now assume that HF∗(L♭, L♭) ̸= 0. We then have a canonical linear PSS map

PSS: H1(L)→ HF1
(
L♭, L♭

)
,

introduced by Albers [4]. In the context of the pearl model [9], this map comes from the inclusion
of degree 1 Morse cochains into the pearl complex. Tonkonog’s criterion then reads as follows.

Theorem 5.2 ([60, Theorem 1.7 (c)]). For Q ∈ QH∗(X), if the classes COL♭(S(γ) ⋆ Q) and
COL♭(Q) are k-linearly dependent in HH∗(CF∗(L♭, L♭)), then there exists a ∈ HF∗(L♭, L♭) such
that for all y ∈ H1(L) we have

µ2(a,PSS(y)) + µ2(PSS(y), a) = ⟨y, l⟩ · CO0
L♭(Q). (3)

Remark 5.3. The statement in [60] includes a factor of (−1)ε(l)ρ(l) on the right-hand side, but
this is irrelevant since it can be absorbed into a.

5.2 Reduction modulo m2

According to Theorems B and C, if COL♭(S(γ) ⋆ Q) and COL♭(Q) are linearly dependent in
HH∗(CF∗(L♭, L♭)), then ĈO0

L(S(γ) ⋆ Q) and ĈO0
L(Q) are linearly dependent in HF∗

R̂
(L,L)op.

Here R̂ is the m-adic completion of R = S/I, where I is any ideal of S contained in m. We
shall show that Theorem 5.2 is really a statement about linear dependence of ĈO0

L(S(γ) ⋆ Q)
and ĈO0

L(Q) for I = m2. Note that in this situation R is already m-adically complete so R̂ = R.
But we will leave the hat on ĈO0

L to distinguish if from CO0
L (which is over S, rather than R).

Our first step is to describe the algebra R = S/m2 itself.
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Lemma 5.4. There is a natural isomorphism of unital k-algebras

R ∼= k⊕H1(L),

where the product on k⊕H1(L) is defined by (λ1, σ1)(λ2, σ2) = (λ1λ2, λ1σ2 + λ2σ1).

Proof. As a k-vector space, S splits as k⊕m, where the first summand is spanned by the unit.
The induced product on k⊕m is

(λ1,m1)(λ2,m2) = (λ1λ2, λ1m2 + λ2m1 +m1m2).

Then S/m2 ∼= k ⊕
(
m/m2

)
, with product of the form claimed in the lemma, and it remains to

show that m/m2 is naturally identified with H1(L).

Define α : S → H1(L) by zγ 7→ ρ(γ)γ, extended k-linearly. Here z is the formal variable in
the group algebra S = k[H1(L;Z)], and ρ is the monodromy representation H1(L;Z) → k× as
above. The ideal m is generated by the zγ−ρ(γ), from which it is easily checked that α

(
m2

)
= 0,

so α induces a linear map ᾱ : m/m2 → H1(L). This will be our isomorphism.

To construct the inverse, consider the Z-bilinear map k×H1(L;Z)→ m/m2 given by

(λ, γ) 7→ λ
(
ρ(γ)−1zγ − 1

)
.

Note that linearity in H1(L;Z) follows from the fact that for all γ1 and γ2 the element(
ρ(γ1)

−1zγ1 − 1
)(
ρ(γ2)

−1zγ2 − 1
)

lies in m2, so

ρ(γ1 + γ2)
−1zγ1+γ2 − 1 =

(
ρ(γ1)

−1zγ1 − 1
)
+
(
ρ(γ2)

−1zγ2 − 1
)

in m/m2. This Z-bilinear map induces a Z-linear map β : H1(L) = k⊗ZH1(L;Z)→ m/m2 which
is manifestly k-linear. One can then check directly that ᾱ and β are mutually inverse. ■

Our next goal is to understand the algebra HF∗
R(L,L)

(op), and we will drop the (op) as it is
irrelevant for present purposes. By splitting R as k⊕H1(L) we get an identification

CF∗
R(L,L) = CF∗(L♭, L♭)⊕ (

H1(L)⊗ CF∗(L♭, L♭)). (5.1)

Here, unsurprisingly, CF∗
R(L,L) means the Floer complex of L over R, i.e., the reduction of

CF∗
S(L,L) modulo I = m2. With respect to this splitting, the differential has the form(

µ1 0
µ1H1(L)

idH1(L)⊗µ1
)
,

where µH1(L) : CF∗(L♭, L♭)→ H1(L)⊗CF∗(L♭, L♭) denotes the usual µ1S differential but with S
coefficients reduced to H1(L) via the map α from the proof of Lemma 5.4.

Filtering the complex using this splitting, which is essentially equivalent to filteringm-adically,
we obtain a spectral sequence whose E1 page is

HF∗(L♭, L♭)⊕ (
H1(L)⊗HF∗(L♭, L♭)),

with differential d1 induced by µ1H1(L)
. Later differentials trivially vanish, so we get a surjection

π : HF∗
R(L,L)→ ker d1 ⊂ HF∗(L♭, L♭),
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induced by projection of the E1 page to the first summand. The kernel of π is coker d1, mapping
into HF∗

R(L,L) via the map

ι : H1(L)⊗HF∗(L♭, L♭)→ HF∗
R(L,L)

induced by inclusion of the second summand into the E1 page. Using the description of the
product from Lemma 5.4, we get

w · ι(x) = ι(π(w) · x)

for all w ∈ HF∗
R(L,L) and x ∈ H1(L)⊗ HF∗(L♭, L♭). Note also that for Q ∈ QH∗(X), we have

π
(
ĈO0

L(Q)
)
= CO0

L♭(Q).

Remark 5.5. If we had used a Hamiltonian chord model for CF∗, rather than a pearl model,
then (5.1) would not quite be true. CF∗

R(L,L) would still be a free R-module whose reduction
modulo m was equal to CF∗(L♭, L♭), but there would not be a canonical identification of the

former with R⊗CF∗(L♭, L♭). This is because the generators of CF∗
R(L,L) would be morphism

spaces between different fibres (namely, the fibres over the endpoints of each chord) of an abstract
rank-1 local system over R. Things simplify in the pearl model since we effectively use chords of
length zero, so the generators are endomorphism spaces of single fibres, and these endomorphism
spaces are canonically identified with R.

With this in place, we are ready to reprove Tonkonog’s criterion.

5.3 Tonkonog’s criterion revisited

Fix an arbitrary Q ∈ QH∗(X). We wish to show that if COL♭(S(γ) ⋆ Q) and COL♭(Q) are
k-linearly dependent in HH∗(CF∗(L♭, L♭)), then condition (3) holds. We will in fact prove
the following result, which implies Tonkonog’s criterion by the discussion at the beginning of
Section 5.2.

Proposition 5.6. Taking R̂ = R = S/m2 as above, the classes ĈO0
L(S(γ) ⋆ Q) and ĈO0

L(Q) are
k-linearly dependent in HF∗

R(L,L) if and only if condition (3) holds.

Proof. Suppose first that CO0
L♭(Q) = 0. Then π

(
ĈO0

L(Q)
)
= 0 (notation as in Section 5.2)

so ĈO0
L(Q) = ι(x) for some x ∈ H1(L)⊗HF∗(L♭, L♭). Thus
ĈO0

L(S(γ) ⋆ Q) = ĈO0
L(S(γ)) · ĈO0

L(Q) = ĈO0
L(S(γ)) · ι(x) = ι

(
π
(
ĈO0

L(S(γ))
)
· x

)
= ι

(
CO0

L♭(S(γ)) · x
)
= ι

(
(−1)ε(l)ρ(l) · x

)
= (−1)ε(l)ρ(l) · ĈO0

L(Q),

where the fifth equality uses Proposition 5.1. So ĈO0
L(S(γ) ⋆ Q) and ĈO0

L(Q) are linearly de-
pendent. But also (3) holds, for a = 0, so the result is proved in this case.

From now on, suppose that CO0
L♭(Q) ̸= 0. By considering their images under π, we see

that ĈO0
L(S(γ) ⋆ Q) and ĈO0

L(Q) are linearly dependent if and only if

ĈO0
L(S(γ) ⋆ Q) = (−1)ε(l)ρ(l) · ĈO0

L(Q).

This in turn is equivalent to(
ĈO0

L(S(γ))− (−1)ε(l)ρ(l) · 1L
)
· ĈO0

L(Q) = 0. (5.2)

The same proof as for Proposition 5.1 shows that CO0
L(S(γ)) = (−1)ε(l)zl · 1L in HF∗

S(L,L), so

ĈO0
L(S(γ))− (−1)ε(l)ρ(l) · 1L = ι

(
(−1)ε(l)ρ(l) · l ⊗ 1L♭

)
.
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Thus (5.2) is equivalent to

ι
(
(−1)ε(l)ρ(l) · l ⊗ π

(
ĈO0

L(Q)
))

= 0, i.e., ι
(
l ⊗ CO0

L♭(Q)
)
= 0.

This is the case if and only if l ⊗ CO0
L♭(Q) is in the image of the differential d1 induced by µ1H1(L)

,
i.e., if and only if there exists a ∈ HF∗(L♭, L♭) such that

d1(a) = l ⊗ CO0
L♭(Q) in H1(L)⊗HF∗(L♭, L♭).

To test an equality in H1(L)⊗HF∗(L♭, L♭), it suffices to test it after pairing the H1(L) part
with each y ∈ H1(L). So, by the previous paragraph, ĈO0

L(S(γ) ⋆ Q) and ĈO0
L(Q) are linearly

dependent if and only if there exists a ∈ HF∗(L♭, L♭) such that for all y ∈ H1(L) we have

⟨y,d1(a)⟩ = ⟨y, l⟩ ⊗ CO0
L♭(Q) in H1(L)⊗HF∗(L♭, L♭).

To complete the proof, it thus suffices to show that for all a and y we have

⟨y,d1(a)⟩ = µ2(a,PSS(y)) + µ2(PSS(y), a)

We shall actually prove this up to an overall sign, which may depend on the degree of a, but
that is sufficient for our purposes.

Let our pearl complexes be defined using a Morse function f on L, and a path Jt of almost
complex structures. So generators of the complexes are critical points of f , and the differen-
tials count pearly trajectories weighted by monodromy in k (from ρ), S, or R depending on
the coefficients. Explicitly, a pearly trajectory is a Morse flowline interrupted by bivalent Jt-
holomorphic discs, where each disc is parametrised so that after deleting the marked points the
domain is R× [0, 1] with holomorphic coordinate s+it, input at s→∞, and output at s→ −∞.

The term µ2(a,PSS(y)) counts Y-shaped pearly trees whose inputs are (linear combina-
tions of) critical points of f representing a and y respectively, weighted by monodromy from ρ.
This is shown on the left in Figure 9, where each bivalent disc in the tree is Jt-holomorphic, as
above, whilst the trivalent disc at the centre carries a domain-dependent almost complex struc-
ture and Hamiltonian perturbation (indicated by the shading) to ensure transversality of the
moduli space. The diagram shows one bivalent disc on each leg, but this is purely illustrative;
there may be arbitrarily many, including zero.

Now consider deforming the almost complex structure and Hamiltonian perturbation on the
trivalent disc so that it becomes a (possibly constant) Jt-holomorphic disc from the a-input to
the output, with the y-input occurring as a marked point on the t = 1 boundary. We can ensure
transversality for these configurations by deforming the Morse function on the y-leg of the tree
to a nearby Morse function f ′. A standard cobordism argument shows that counts of old and
new configurations agree at cohomology level.

The upshot is that µ2(a,PSS(y)) ∈ HF∗(L♭, L♭) can also be computed by counting pearly
trajectories from a but with an additional input leg to the t = 1 boundary corresponding to an f ′

pearly trajectory from y. This additional input leg cannot contain any discs, otherwise deleting
the leg would produce a pearly trajectory from a of negative virtual dimension. So, up to an
overall sign depending on |a| and our conventions, µ2(a,PSS(y)) computes µ1(a) weighted by the
pairing of the t = 1 boundary path with y, as shown on the right in Figure 9. (Again the diagram
is purely illustrative and there may be any number of discs before or after the one receiving
the input from y. The dashed flowline indicates the different Morse function, f ′.) Similarly
for µ2(PSS(y), a) but now for the t = 0 boundary path, oriented the opposite way. Note that
in both cases the f ′-leg does not contribute to the ρ weighting of the configuration as it can be
contracted away. Therefore, up to sign, µ2(a,PSS(y)) + µ2(PSS(y), a) computes µ1(a) weighted
by the pairing of the whole boundary with y. This is exactly ±⟨y, d1(a)⟩, as claimed. ■
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a y

output

a

output

y

Figure 9. Trees computing µ2(a,PSS(y)) (left) and µ1(a) weighted by the intersection of the t = 1

boundary with y (right). The shaded disc and dashed flowline carry different auxiliary data from the

others.

6 Real toric Lagrangians

In this section, we apply our results to prove Theorem E. Throughout, we will take X to
be a compact monotone toric manifold of minimal Chern number NX ≥ 2, and assume that
our coefficient field k has characteristic 2. We view X as a symplectic reduction of CN , via the
Delzant construction; see [11, Chapter 29] for more details and Appendix C.1 for our conventions.
Our Lagrangian L♭ will be the real locus of X, defined to be the symplectic reduction of RN
under this construction, and we equip it with the trivial local system L. This real locus is a valid
object of F(X)un0 , and of F(X)0 if it is orientable: it is monotone with minimal Maslov number
equal to NX ; condition (ii) from Section 2.2 holds automatically since X is simply connected;
the pin structure in condition (iii) is not needed since we are working in characteristic 2, whilst
the Z/2-grading exists when needed (i.e., when L is orientable) by Remark 2.4; and WL(L) = 0
by Remark 6.14. Theorem E asserts that L♭ split-generates F(X)0 if it is orientable and split-
generates F(X)un0 in general. These will follow from the generation criterion if we can prove
injectivity of

COL♭ : QH∗(X)→ HH∗(CF∗(L♭, L♭)).
By Theorems B and C, it suffices to show that

ĈO0
L : QH∗(X)→ HF∗

R̂
(L,L)

is injective for some ideal I ⊂ S = k[H1(L;Z)] contained in m. Recall that R̂ is the m-adic
completion of R = S/I, and because the local system L is trivial we can describe m explicitly as

(zγ − 1 | γ ∈ H1(L;Z)),

i.e., the ideal generated by expressions of the form zγ − 1 as γ ranges over H1(L;Z). We will
prove that ĈO0

L is injective for I =
(
z2γ − 1 | γ ∈ H1(L;Z)

)
. In this case, we have

R = k[H1(L;Z)⊗Z Z/2] = k[H1(L;Z/2)].
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Remark 6.1. If H1(L;Z/2) has dimension d over Z/2, then we have

R ∼= k[z1, . . . , zd]
/(
z21 − 1, . . . , z2d − 1

)
= k[z1, . . . , zd]

/(
(z1 − 1)2, . . . , (zd − 1)2

)
.

(Recall that k has characteristic 2!) Under this isomorphism, mR is (z1 − 1, . . . , zd − 1), so by
the pigeonhole principle we have md+1R = 0. Hence R̂ = R and, as in Section 5, no completion
is actually needed. However, also as in Section 5, we will leave the hat on ĈO0

L in order to
distinguish it from CO0

L : QH∗(X)→ HF∗
S(L,L).

6.1 Outline of the argument

Recall from Section 1.5 that the main step in proving injectivity of ĈO0
L : QH∗(X)→ HF∗

R(L,L)
is to establish a commutative diagram of k-algebras

QH∗
R(X) QH2∗

R (X)

QH∗(X) HF∗
R(L,L).

π

fR

DR

∼=

ĈO0
L

(6.1)

Here QH∗
R(X) is an extension of quantum cohomology to R coefficients, π is reduction modulo m

(which sends every monomial in R to 1), DR is an isomorphism we will define, and fR is ‘the
k-linear extension of Frobenius’ in the following sense. Take k = Z/2 and consider the Frobenius
map x 7→ x2 on QH∗

R(X); now pass to general k by applying k⊗Z/2 − and extending the map
k-linearly. Explicitly, a general element of QH∗

R(X) is of the form
∑

j λjz
Ajxi for λi ∈ k,

Ai ∈ H1(L;Z/2), and xi ∈ QH∗(X;Z/2), and

fR

(∑
j

λjz
Ajxj

)
=

∑
j

λjz
2Ajx2j =

∑
j

λjx
2
j .

Remark 6.2. In [60, Theorem 1.13], Tonkonog constructed a similar diagram over k, instead
of R, namely

QH∗(X) QH2∗(X)

HF∗(L♭, L♭).

f

CO0

L♭

D

∼= (6.2)

Here f is the k-linear extension of the Frobenius map on QH∗(X), and D is an isomorphism
constructed by Haug [38] and Hyvrier [40]. Our diagram extends Tonkonog’s, in the sense
that reducing (6.1) modulo m (which collapses the left-hand vertical arrow to an identity map)
gives (6.2).

The statement of [60, Theorem 1.13] is not strictly correct: it has the Frobenius map itself in
place of f, but the proof given is really about f instead. The result is used by Evans–Lekili in [25,
Example 7.2.4], in their proof that L♭ split-generates F(X)0 when L is orientable, in order to
show that CO0

L♭(eα) ̸= 0 for any non-zero idempotent eα in QH∗(X). But it is straightforward
to modify their argument to use f instead, as follows. Take a Z/2-basis xi for the kernel of
Frobenius QH∗(X;Z/2) → QH2∗(X;Z/2), and let yj be a basis for a complementary subspace
of QH∗(X;Z/2). Note that the y2j are Z/2-linearly independent. Now view the xi and yj as

elements of QH∗(X), i.e., tensor by k. Note that they form a k-basis, and that the y2j are now
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k-linearly independent. Writing our non-zero idempotent eα as
∑

i λixi+
∑

j µjyj for λi, µj ∈ k,
we have

f(eα) =
∑
i

λix
2
i +

∑
j

µjy
2
j =

∑
j

µjy
2
j .

We want to show CO0
L♭(eα) ̸= 0, and by (6.2) it suffices to show that f(eα) ̸= 0. So by k-

linear independence of the y2j it suffices to show that the µj are not all zero, and this is true since

0 ̸= eα = e2α =
∑
i

λ2ix
2
i +

∑
j

µ2jy
2
j =

∑
j

µ2jy
2
j .

Taking the diagram (6.1) as given, note that since π is surjective we have

ker ĈO0
L = π

(
ker

(
ĈO0

L ◦ π
))

= π(ker(DR ◦ fR)) = π(ker fR).

The proof of Theorem E is thus completed by the following result.

Proposition 6.3. We have ker fR ⊂ kerπ, so ker ĈO0
L = 0.

Remark 6.4. If we can construct the diagram and prove this result in the case k = Z/2, then we
can obtain the general case by simply tensoring with the desired k. We will therefore assume for
the rest of this section that k = Z/2. In particular, all (co)homology groups implicitly have Z/2
coefficients, unless stated otherwise. With this in place, fR simplifies to the genuine Frobenius
map.

Proof of Proposition 6.3. Let ν1, . . . , νN be the normals to the facets of the moment poly-
tope ∆ of X. We can naturally view them as elements of H1(T ;Z), where T is the n-torus acting
on X as part of its toric structure. For more details on this and the general toric background,
see Appendix C.1. We assume that the facets are ordered so that the last n of them meet at
a vertex of ∆. Smoothness of X then tells us, via the Delzant condition, that νN−n+1, . . . , νN
is a basis for H1(T ;Z).

From Corollary C.10, we have identifications

QH∗
R(X) ∼= k

[
Z±1
1 , . . . , Z±1

N

]/(∑
j

νjZj

)
+
(
Z2A − 1 | A ∈ H2(X;Z)

)
and

QH∗(X) ∼= k
[
Z±1
1 , . . . , Z±1

N

]/(∑
j

νjZj

)
+
(
ZA − 1 | A ∈ H2(X;Z)

)
,

with π sending Zj to Zj . Here Z
A
(
similarly Z2A

)
denotes the monomial

∏
j Z

⟨A,Hj⟩
j , and an ideal

generated by vectors like
∑

j νjZj means the ideal generated by their components with respect to
any basis of H1(T ;Z). Taking the latter basis to be νN−n+1, . . . , νN , the components of

∑
j νjZj

have the form ZN−n+1− l1, . . . , ZN − ln for some linear functions l1, . . . , ln of Z1, . . . , ZN−n. We
then have

QH∗
R(X) ∼= k

[
Z±1
1 , . . . , Z±1

N−n
][
l−1
1 , . . . , l−1

n

]/(
Z̃2A − 1 | A ∈ H2(X;Z)

)
and

QH∗(X) ∼= k
[
Z±1
1 , . . . , Z±1

N−n
][
l−1
1 , . . . , l−1

n

]/(
Z̃A − 1 | A ∈ H2(X;Z)

)
,

where Z̃A
(
similarly Z̃2A

)
denotes

∏N−n
j=1 Z

⟨A,Hj⟩
j

∏n
j=1 l

⟨A,HN−n+j⟩
j .
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Given this setup, to prove that ker fR is contained in kerπ it suffices to prove that the lift of
ker fR from QH∗

R(X) to k
[
Z±1
1 , . . . , Z±1

N−n
][
l−1
1 , . . . , l−1

n

]
is contained in the corresponding lift of

kerπ. We denote these lifts by I and J respectively; we want to show that I ⊂ J . Take then
a general element f of k

[
Z±1
1 , . . . , Z±1

N−n
][
l−1
1 , . . . , l−1

n

]
and suppose it lies in I, which means

that

f2 ∈
(
Z̃2A − 1 | A ∈ H2(X;Z)

)
⊂ k

[
Z±1
1 , . . . , Z±1

N−n
][
l−1
1 , . . . , l−1

n

]
. (6.3)

We want to show that f also lies in J , i.e., that

f ∈
(
Z̃A − 1 | A ∈ H2(X;Z)

)
⊂ k

[
Z±1
1 , . . . , Z±1

N−n
][
l−1
1 , . . . , l−1

n

]
. (6.4)

From (6.3), we get that there exist

g1, . . . , gm ∈ k
[
Z±1
1 , . . . , Z±1

N−n
][
l−1
1 , . . . , l−1

n

]
and A1, . . . , Am ∈ H2(X;Z)

such that

f2 =
m∑
j=1

gj ·
(
Z̃2Aj − 1

)
.

Multiplying through by a large power of l1 . . . ln, we can ensure that no negative powers of the lj
appear. More precisely, for a sufficiently large positive integer k we have that F := f ·(l1 · · · ln)2k,
all Gj := gj · (l1 · · · ln)k, and all

(
Z̃2Aj − 1

)
(l1 · · · ln)k are Laurent polynomials in Z1, . . . , ZN−n.

We also have that

F 2 =
m∑
j=1

Gj ·
(
Z̃2Aj − 1

)
(l1 · · · ln)2k. (6.5)

Note that (since we are in characteristic 2) only even powers of Z1, . . . , ZN−n appear in each of
the Laurent polynomials F 2 and

(
Z̃2Aj − 1

)
(l1 · · · ln)2k. So any terms in (6.5) that arise from

monomials in the Gj containing odd powers must cancel each other out. In other words, if we
write Gev

j for the part of Gj containing only even powers, then we have

F 2 =
m∑
j=1

Gev
j ·

(
Z̃2Aj − 1

)
(l1 · · · ln)2k.

All of the expressions F 2, Gev
j , and

(
Z̃2Aj − 1

)
(l1 · · · ln)2k are now in the image of the Frobe-

nius morphism on k
[
Z±1
1 , . . . , Z±1

N−n
]
, which is injective since this algebra is an integral domain.

So we can apply the inverse of Frobenius (i.e., ‘square root both sides’) to obtain

F =
m∑
j=1

√
Gev
j ·

(
Z̃Aj − 1

)
(l1 · · · ln)k,

where
√
Gev
j denotes the Laurent polynomial obtained from Gev

j by halving all of the exponents.
Dividing through by (l1 · · · ln)2k now gives

f =
m∑
j=1

√
Gev
j

(l1 . . . ln)k
·
(
Z̃Aj − 1

)
,

which proves (6.4) and hence completes the proof. ■
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Remark 6.5. The reverse inclusion, kerπ ⊂ ker fR, is an easy consequence of the fact that
every monomial in R squares to 1. So we actually have ker fR = kerπ.

The remainder of this section is devoted to constructing the commutative diagram (6.1).
Most of the work goes into defining DR and showing that it is an isomorphism, and this is
where we begin—first studying the classical case due to Duistermaat [22], next recapping the
Seidel and relative Seidel maps, and then combining these to construct DR, building on work of
Haug [38], Hyvrier [40], and Tonkonog [60]. Finally, in Section 6.5, we explain the rest of the
diagram.

6.2 The Duistermaat isomorphism

As promised, we start by reviewing the remarkable relationship between the classical cohomology
rings of X and L in characteristic 2, which goes back to Duistermaat [22]. As in the proof of
Proposition 6.3, let ν1, . . . , νN be the normals to the facets of the moment polytope ∆ of X.
Let D1, . . . , DN be the toric divisors corresponding to the respective facets, and let H1, . . . ,HN

be their Poincaré dual cohomology classes in H2(X;Z). As before, see Appendix C.1 for more
details. The following description of H∗(X;Z) is well-known but we outline a proof that is
tailored towards our later needs.

Proposition 6.6 ([21, Theorem 10.8]). As a Z-algebra H∗(X;Z) is generated by the Hj modulo
the linear relations

∑
j νjHj = 0 and the Stanley–Reisner relations (and no other relations are

needed). The latter say that for a subset J ⊂ {1, . . . , N}, we have∏
j∈J

Hj = 0 if
⋂
j∈J

Dj = ∅.

Remark 6.7. The vectors νj live in the rank-n lattice H1(T ;Z), and the expression
∑

j νjHj = 0
is an equality in that lattice. Concretely, it therefore imposes n linear relations between the Hj .
These relations are independent since we may assume, as in the proof of Proposition 6.3,
that νN−n+1, . . . , νN form a basis for H1(T ;Z).

Sketch proof of Proposition 6.6. All (co)homology groups in this proof are with Z coeffi-
cients.

As a toric manifold, X comes equipped with an action of an n-torus T and a T -invariant
Kähler metric g. Let t denote the Lie algebra of T , and µ : X → t∨ the moment map for the
T -action. For generic ξ in t the map fξ := ⟨µ, ξ⟩ : X → R is a perfect Morse function, so H∗(X) is
a free abelian group. Moreover, the pair (fξ, g) is Morse–Smale and the descending manifolds are
toric subvarieties, so H∗(X) is spanned by the Poincaré duals of the toric subvarieties. Since each
toric subvariety can be written as a transverse intersection of toric divisors Dj , under Poincaré
duality we deduce that H∗(X) is generated as an algebra by the Hj . The Stanley–Reisner
relations follow immediately from Poincaré duality and the intersection product.

Next consider the linear relations between the Hj . We wish to show that, as a Z-module,
H2(X) is generated by the Hj modulo

∑
j νjHj = 0. Equivalently, if F is the free Z-module

with basis H1, . . . ,HN and θ : H1(T )→ F is the Z-linear map given by

a ∈ H1(T ) 7→
∑
j

⟨νj , a⟩Hj ∈ F,

then we wish to show that the image of θ is the set R of relators between the Hj , i.e., the kernel
of the projection F → H2(X).

To do this, consider the dual map θ∨ : F∨ → H1(T ), which has matrix (ν1 · · · νN ) with respect
to the dual basis H∨

1 , . . . ,H
∨
N of F∨. Since (WLOG) νN−n+1, . . . , νN form a basis for H1(T ),
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the map θ∨ is surjective and thus induces a splitting F∨ = ker(θ∨) ⊕ P , where P ⊂ F∨ is
a submodule mapped isomorphically by θ∨ to H1(T ). Note that P must be a free module
of rank n, because H1(T ) is, and hence the complement ker(θ∨) must be a free module of
rank N − n. Dualising, we obtain a splitting F = (ker(θ∨))◦ ⊕ P ◦, where ◦ denotes annihilator,
under which θ induces an isomorphism H1(T ) → (ker θ∨)◦. Moreover, (ker(θ∨))◦ and P ◦ are
free modules of ranks n and N −n respectively. Our task—proving that R is the image of θ—is
thus reduced to showing that R = (ker θ∨)◦.

If we can show that R ⊂ (ker(θ∨))◦, then we have

H2(X) = F/R ∼=
((
ker

(
θ∨

))◦/
R
)
⊕ P ◦,

where P ◦ is a free module of rank N − n. We saw already that H2(X) is a free module, and
a more careful analysis (e.g., as in [57, Lemma 2.4]) shows that its rank is N −n, so we conclude
that (ker(θ∨))◦

/
R = 0. Hence R = (ker(θ∨))◦, which is what we want. It therefore suffices to

show that R ⊂ (ker(θ∨))◦.
Suppose then that a linear relation

∑
j rjHj = 0 holds, and that

∑
j sjH

∨
j lies in the kernel

of θ∨, i.e.,
∑

j sjνj = 0, for integers rj and sj . We need to show that
∑

j rjsj = 0. Let K
denote the monotone toric fibre in X. For each j, there is a basic disc class βj ∈ H2(X,K)
which meets Dj once (transversely) and is disjoint from the other Di. Recall from the proof
of Proposition 6.3 that the νj naturally live in H1(T ), which is identified with H1(K) since K
is a free T -orbit. Under this identification, the boundary of βj is exactly νj ∈ H1(K), so since
the sj satisfy

∑
j sjνj = 0 we have that

∑
j sjβj ∈ H2(X,K) lifts to a class A in H2(X). The

intersection number A ·Dj = ⟨A,Hj⟩ is exactly sj , since βi ·Dj = δij , so we conclude that

∑
j

rjsj =
∑
j

rj⟨A,Hj⟩ =
〈
A,

∑
j

rjHj

〉
= ⟨A, 0⟩ = 0,

as we wanted. Therefore, H2(X) is indeed generated by the Hj modulo
∑

j νjHj = 0.
We have thus shown that H∗(X) is generated by the Hj , modulo the linear relations∑

j

νjHj = 0

and the Stanley–Reisner relations, plus possibly some extra relations. To show that no other
relations are required takes some extra work, but that is not relevant to our later purposes so
we refer the interested reader to [19, Theorem 12.4.4]. ■

Now consider the real Lagrangian L ⊂ X. Each toric subvariety Z ⊂ X intersects L cleanly,
and dimZ ∩ L = 1

2 dimZ. Let d1, . . . , dN be the intersections of the toric divisors with L, and
let h1, . . . , hN be their Poincaré dual cohomology classes in H1(L). We remind the reader that
we have now returned to our implicit assumption for this section, that all coefficients are in
k = Z/2 unless stated otherwise. Our next result is again standard, but we explain the proof as
it is less well-known.

Proposition 6.8. As a Z/2-algebra H∗(L) is generated by the hj modulo the linear relations∑
j νjhj = 0, again interpreted as a vector equation, and the Stanley–Reisner relations (and no

other relations are needed).

Proof. Duistermaat [22, Theorem 3.1] showed that if one takes the perfect Morse function fξ
on X from the proof of Proposition 6.6, then the restriction fξ|L is a perfect Morse function
on L, as long as mod-2 coefficients are used. The critical points of the restricted function are
the same as those of the original function, but of half their previous index. We thus have
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dimkH
2j(X) = dimkH

j(L) for each j. Moreover, using the restriction of the metric g from
Proposition 6.6 the descending manifolds on L are the intersections of those on X with L.
In particular, H∗(L) is spanned by the intersections of toric subvarieties with L. These are all
transverse intersections of the dj in L, so H∗(L) is generated as an algebra by the hj . The
Stanley–Reisner relations hold as before.

Now consider the linear relations between the hj . Following an analogous argument to Propo-
sition 6.6, but with k = Z/2 coefficients instead of Z (which actually makes things much simpler
since we are now working over a field), it suffices to show that if

∑
j rjhj = 0 and

∑
j sjνj = 0

for some rj and sj in k, then
∑

j rjsj = 0. In the proof of Proposition 6.6, we had to use
the fact that H2(X;Z) ∼= ZN−n, and we now need the corresponding fact for H1(L), namely
dimkH

1(L) = N − n. This follows by tensoring H2(X;Z) ∼= ZN−n with k and applying the
equality dimkH

2j(X) = dimkH
j(L) established in the previous paragraph.

So suppose then that we have rj and sj in k such that
∑

j rjhj = 0 and
∑

j sjνj = 0. We
need to show that

∑
j rjsj = 0. To do this, consider the transverse intersection K ∩ L. It

comprises 2n points and is a torsor for the 2-torsion subgroup of the torus T , which is naturally
identified with H1(T ). Given a point p ∈ K ∩L there is a unique class ηpj in H1(L,K ∩L) which
starts at p, crosses once transversely over dj , and then returns to K ∩ L without meeting any
other di. This can be viewed as the real part of the basic disc class βj . The final endpoint of ηpj
is νj + p, meaning the action of νj ∈ H1(T ) on p. Fix an arbitrary starting point p ∈ K ∩ L,
and suppose that sj1 , . . . , sjm = 1 whilst all other sj are 0. Let p1 = p and inductively define
pj+1 = νj + pj . Because

∑
j sjνj = 0 we have that pm+1 = p1, so the class ηp1j1 + · · ·+ ηpmjm has

empty boundary in H0(K ∩ L) and hence lifts to a ∈ H1(L). We then have

∑
j

rjsj =
∑
j

rj⟨a, hj⟩ =
〈
a,
∑
j

rjhj

〉
= ⟨a, 0⟩ = 0,

which is what we wanted.

So H∗(L) is generated by the hj modulo the claimed linear and Stanley–Reisner relations.
To show there are no other relations, and hence complete the proof, it suffices to show that

dimkH
∗(L) = dimk k[h1, . . . , hN ]/(linear and Stanley–Reisner relations).

This follows by reducing Proposition 6.6 mod 2 and using again the result of the first paragraph
that dimkH

2j(X) = dimkH
j(L). ■

The following is an immediate consequence of Propositions 6.6 and 6.8.

Corollary 6.9. The map sending a toric subvariety Z ⊂ X to Z ∩ L induces a well-defined
algebra isomorphism

Dclass : H2∗(X;Z/2)→ H∗(L;Z/2),

with respect to the intersection products.

Remark 6.10. We call the map D for ‘Duistermaat’, with subscript class for ‘classical’, to
distinguish it from its quantum counterpart DR that we will define shortly.

To construct DR, we will mimic the above strategy: give a presentation of QH∗
R(X) (we

have seen this already), show that HF∗
R(L,L) has the same dimension, then identify generators

of HF∗
R(L,L) and show that they satisfy all of the relations satisfied by the corresponding

generators of QH∗
R(X).
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6.3 The Seidel maps

In order to implement this plan to construct DR, we will use the Seidel representation [49] and
the relative Seidel map introduced by Hu–Lalonde [39]. We now recap these, and discuss the
extension of the latter to R coefficients.

Recall that the Seidel representation is a map S : π1Ham(X)→ QH∗(X)×, defined on a loop γ
by counting pseudoholomorphic sections of the X-bundle over S2 clutched by γ. This map is
group homomorphism when π1Ham(X) is equipped with the loop concatenation product; this
is proved by gluing fibrations. By the usual Eckmann–Hilton argument, one could equivalently
define the product on π1Ham(X) by pointwise composition.

Recall also that there is a relative Seidel map SL♭ : π0PLHam(X)→ HF∗(L♭, L♭)×, where
PLHam(X) = {paths α : [0, 1]→ Ham(X) | α(0) = idX and α(1)(L) = L},

defined as follows. Let H be the rounded half-strip

H = {s+ it | s ≤ 0 and t ∈ [−1, 1]} ∪
{
s+ it | s2 + t2 ≤ 1

}
⊂ C.

Given α ∈ PLHam(X), let Λα be the following moving Lagrangian boundary condition for H,
i.e., the following family of Lagrangian submanifolds in X parametrised by ∂H:

Λα(s± i) = L for s ≤ 0 and Λα
(
eπi(τ−

1
2
)
)
= α(τ)(L) for τ ∈ [0, 1].

The element SL♭(α) ∈ HF∗(L♭, L♭) is defined by counting finite-energy solutions u : H → X of
the Floer equation, with u(z) ∈ Λα(z) for all z ∈ ∂H, and with output at the obvious strip-like
end. Equivalently, this is the continuation element associated to the Hamiltonian isotopy α.

Degenerating domains as shown in Figure 10 yields the twisted-homomorphism property

µ2F
(
α1(1)∗SL♭(α2), SL♭(α1)

)
= SL♭(α1 · α2), (6.6)

where the product on π0PLHam(X) is defined by

α1 · α2 = α1 followed by (i.e., concatenated with) α1(1) ◦ α2

= α1 ◦ α2 pointwise

= α2 followed by α1 ◦ α2(1).

Note that these equalities are in π0PLHam(X) and would only be homotopies rel endpoints if
we were working in PLHam(X) itself.

α1(1)(Λα2)

Λα1

Figure 10. Degenerating the half strip defining SL♭(α1 ·α2) into two half strips and a half pair of pants,

defining µ2
F
(
α1(1)∗SL♭(α2), SL♭(α1)

)
.
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If L♭ is equipped with a non-trivial local system L, then to define SL♭(α) we need to choose
an isomorphism from α(1)∗L to L. Such a choice need not exist or be unique. (Outside char-
acteristic 2 one also needs to choose an isomorphism from α(1)∗s and s, where s is the spin
structure on L, but this is irrelevant for us.)

Suppose now that we want to extend SL♭ to a map SL which lands in HF∗
R(L,L)

×. Since
HF∗

R(L,L) can be viewed as the Floer cohomology of L equipped with the tautological rank-1
local system LR over R, the previous paragraph tells us that to define SL(α) we need a choice
of isomorphism α(1)∗LR → LR. Recalling that R = k[H1(L;Z/2)], we see that such an iso-
morphism exists if and only if α(1) acts trivially on H1(L) (coefficients implicitly taken to be
k = Z/2). In this case an isomorphism is freely and uniquely determined by an R-module
isomorphism (α(1)∗LR)p → (LR)p over a single point p ∈ L. A natural way to define such
an R-module isomorphism is by parallel transport along a homotopy class η of path rel end-
points from α(1)−1(p) to p. Given a choice of η, we denote the resulting relative Seidel element
by SL(α, η). The analogue of the twisted homomorphism property (6.6) is now

µ2R(α1(1)∗SL(α2, η2), SL(α1, η1)) = SL
(
α1 · α2,

(
α2(1)

−1 ◦ η1
)
· η2

)
,

assuming η1 and η2 are defined using the same point p.
Hu–Lalonde [39, Proposition 3.16] show that for a loop γ in π1Ham(X) ⊂ π0PLHam(X)

we have CO0
L♭(S(γ)) = SL♭(γ); in their notation, the map CO0

L♭ is called A . In this situation,
γ(1) = idX fixes the whole of L pointwise, so we can take η to be the constant path ηp at p, for
any point p. The same proof as for SL♭ then goes through to show that

ĈO0
L(S(γ)) = SL(γ, ηp). (6.7)

6.4 The isomorphism DR

We are now ready to define QH∗
R(X) and assemble the above ingredients to construct the R-

algebra isomorphism

DR : QH∗
R(X)→ HF∗

R(L,L)

appearing in (6.1). We do this by extending ideas of Haug [38] and Hyvrier [40], who constructed
an analogous k-algebra isomorphism D : QH∗(X)→ HF∗(L♭, L♭).

To define QH∗
R(X), first recall that R = k[H1(L;Z/2)] and that we have an isomorphism

H2(X;Z/2) ∼= H1(L;Z/2)

from Dclass. We can therefore view R as k[H2(X;Z/2)]. We then define QH∗
R(X) to be the

R-algebra with underlying R-module R⊗H∗(X), and with product defined by counting pseudo-
holomorphic spheres in the usual way, but with the contribution of spheres in class A ∈ H2(X)
weighted by the monomial ZA ∈ k[H2(X;Z/2)] = R.

Remark 6.11. We will usually use Z for the formal variable in group algebras built from the
homology of X, and z in group algebras built from the homology of L. So under our twin
perspectives of R as both k[H2(X;Z/2)] and k[H1(L;Z/2)], we could write ZA = zDclass(A).

Recall that from Corollary C.10, we have an identification of k-algebras

QH∗
R(X) ∼= k

[
Z±1
1 , . . . , Z±1

N

]/(∑
j

νjZj

)
+

(∏
j

Z
⟨2A,Hj⟩
j − 1 | A ∈ H2(X;Z)

)
, (6.8)

under which Hj on the left corresponds to Zj on the right. The proof of Corollary C.10 ac-
tually shows that this is an identification of R-algebras, if ZAmod2 ∈ R is sent to

∏
j Z

⟨A,Hj⟩
j
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on the right-hand side. (This is consistent with our earlier definition of ZA in the proof of
Proposition 6.3, and is well-defined—i.e., only depends on A mod 2—because we already quo-
tiented out by even powers on the right.) The desired isomorphism DR is then provided by the
following result.

Proposition 6.12.

(i) We have dimkHF
∗
R(L,L) = dimkQH∗

R(X).

(ii) The algebra HF∗
R(L,L) is commutative.

(iii) As an R-algebra, HF∗
R(L,L) is generated by PSS(h1), . . . ,PSS(hN ).

(iv) Each PSS(hj) is invertible.

(v) For each A ∈ H2(X;Z), we have
∏
j PSS(hj)

⟨Hj ,A⟩ = ZAmod2 ∈ R.
(vi) These classes satisfy∑

j

νj PSS(hj) = 0 and, for all A ∈ H2(X;Z),
∏
j

PSS(hj)
⟨Hj ,2A⟩ = 1.

(The former represents n linear relations, as in Remark 6.7.)

Thus, by (ii), (iii), (iv), and (vi), there is a surjective R-algebra homomorphism

R
[
Z±1
1 , . . . , Z±1

N

]/(∑
j

νjZj

)
+

(∏
j

Z
⟨2A,Hj⟩
j − 1 | A ∈ H2(X;Z)

)
→ HF∗

R(L,L),

given by Zj 7→ PSS(hj). By (v), we can replace the R on the left with k, if we make the left-hand

side into an R-algebra by letting ZAmod2 ∈ R act as
∏
j Z

⟨A,Hj⟩
j . Then (6.8) tells us that we can

replace the domain with QH∗
R(X), and by (i) the resulting map is an isomorphism. This map

is our DR. By construction, it is the unique R-algebra homomorphism QH∗
R(X) → HF∗

R(L,L)
sending each Hj to PSS(hj).

Proof. (i) For this, we follow Haug, who proved the analogous result for HF∗(L♭, L♭) [38,
Theorem A (i)]. We compute HF∗

R(L,L) using a pearl model with a perfect Morse function,
as in Proposition 6.8, and with the standard toric complex structure Jstd. Transversality can
be achieved by appropriate perturbation of the Morse function and metric; see [38, Section 7.2].
The differential counts pearly trajectories, and there is a Z/2-action on these by reflecting discs
using the antisymplectic involution τ : X → X given by complex conjugation on homogeneous
coordinates. Note that this reflection map τ fixes L pointwise and is antiholomorphic with
respect to Jstd. A disc and its reflection under τ have the same boundary class in H1(L)—recall
the implicit Z/2 coefficients—so they are counted with the same R weight. Since we are working
in characteristic 2, we conclude that all contributions to the pearly differential cancel with their
reflections, except those coming from fixed points of the action. These fixed points are precisely
trajectories containing no discs (see [56, Proposition 4.29]), i.e., Morse trajectories, but these
collectively cancel out because the Morse function is perfect. So the differential vanishes, and
we get

dimkHF
∗
R(L,L) = dimkR · dimkH

∗(L) = dimkR · dimkH
∗(X) = dimkQH∗

R(X).

(ii) Here we follow [56, Proposition 4.30] (see also [33, Corollary 1.6] for related results in
characteristic 0), and again we use a pearl model with the standard complex structure. The
Floer product counts Y-shaped trajectories, and τ acts on these by reversing the order of the
inputs, so the product is commutative. More precisely, we use different Morse data on each leg
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of the Y, and this Morse data is also exchanged by the action of τ . But this does not affect the
argument at the level of cohomology.

(iii) This is essentially [40, Lemma 5.6]. Equip HF∗
R(L,L) with the filtration whose pth filtered

piece is spanned by pearl complex generators of Morse index at most p. By monotonicity,
the Floer product respects this filtration, and the associated graded product is the ordinary
cup product. The result then follows from the fact, proved in Proposition 6.8, that the hj
generate H∗(L) as a k-algebra.

(iv) For each j, there is a Hamiltonian S1-action on X that rotates anticlockwise around
the jth toric divisor Dj . This is the restriction of the Hamiltonian T -action to the 1-parameter
subgroup generated by νj in the Lie algebra t. Let γj be the corresponding primitive loop
in Ham(X). Doing ‘half of γj ’ gives a path in Ham(X), generated by 1

2νj , whose endpoints
preserve L setwise. We denote this path by αj ∈ PLHam(X). Hyvrier [40, Theorem 1.3] showed
that SL♭(αj) is given by the PSS image of hj in HF∗(L♭, L♭). Moreover, if we use a Floer datum
for L for which the Hamiltonian is small, then this SL♭(αj) is computed by approximately
constant maps H → X landing approximately in dj ⊂ L. This makes sense since αj fixes
dj = Dj ∩L pointwise, and we can only say ‘approximately’ because of the presence of a (small)
Hamiltonian perturbation in the Floer datum. So, if ηj is a constant path at a point in dj , then
we have SL(αj , ηj) = PSS(hj) in HF∗

R(L,L). Letting α−1
j denote the pointwise inverse to αj ,

the twisted homomorphism property for SL then tells us that

µ2R
(
αj(1)∗SL

(
α−1
j , ηj

)
, SL(αj , ηj)

)
= SL

(
αj · α−1

j , ηj · ηj
)
.

The right-hand side is SL(idL, ηj) = 1L, so we deduce that αj(1)∗SL
(
α−1
j , ηj

)
is inverse to

PSS(hj). In fact, αj(1)∗ acts trivially on HF∗
R(L,L) since it fixes each generator PSS(hj), so we

can write the inverse just as SL
(
α−1
j , ηj

)
.

(v) This is an extension of [40, Proposition 5.5]. Before getting into the argument we modify
the paths ηj used in the previous part so that we can compose them more easily. Fix once and
for all a basepoint p ∈ L in the complement of the dj . There is a unique homotopy class η̂j
of path rel endpoints from αj(1)

−1(p) to p which crosses dj once, transversely, and avoids all
other di. In the notation of the proof of Proposition 6.8, the path η̂j represents the relative
homology class ηqj , where q = αj(1)

−1(p). By ‘sucking in the ends’ of η̂j to give a constant path
in dj , we see that SL(αj , η̂j) = SL(αj , ηj). Similarly, if η̂−1

j denotes the analogous homotopy
class of path from αj(1)(p) to p, then SL

(
α−1
j , η̂−1

j

)
= SL

(
α−1
j , ηj

)
.

Turning now to the argument itself, fix A ∈ H2(X;Z) and pick j1, . . . , jm ∈ {1, . . . N}
and signs ε1, . . . , εm such that

∏
j PSS(hj)

⟨Hj ,A⟩ = PSS(hj1)
ε1 · · ·PSS(hjm)εm , i.e., such that

for each J∑
i|ji=J

εi = ⟨HJ , A⟩.

Writing each PSS(hj)
±1 as SL

(
α±1
j , η̂±1

j

)
, and using that each αj(1)∗ acts trivially on HF∗

R(L,L),
the twisted homomorphism property gives∏

j

PSS(hj)
⟨Hj ,A⟩ = SL

(
αε1j1 · · ·α

εm
jm
,
(
αjm(1)

−εm ◦ · · · ◦ αj2(1)−ε2 ◦ η̂
ε1
j1

)
· · · η̂ εmjm

)
. (6.9)

Letting α̃ denote the homotopy class of path rel endpoints αε1j1 · · ·α
εm
jm
∈ π0PLHam(X), we

claim that

(a) α̃ is a closed loop (i.e., α̃(1) = idX) and is nullhomotopic rel endpoints.

(b) The path
(
αjm(1)

−εm ◦ · · · ◦ αj2(1)−ε2 ◦ η̂
ε1
j1

)
· · · η̂ εmjm from α̃(1)−1(p) = p to p in L repre-

sents the homology class Dclass(Amod 2) ∈ H1(L).
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Assuming these results, (b) tells us that

SL
(
α̃,

(
αjm(1)

−εm ◦ · · · ◦ αj2(1)−ε2 ◦ η̂
ε1
j1

)
· · · η̂ εmjm

)
= zDclass(Amod2)SL(α̃, ηp), (6.10)

where ηp represents the constant path at p, as before. By (a) and (6.7), we have SL(α̃, ηp) = 1L,
so using the relationship between Z and z from Remark 6.11, we obtain

zDclass(Amod2)SL(α̃, ηp) = ZAmod2.

Plugging this into (6.10) and thence into (6.9) yields∏
j

PSS(hj)
⟨Hj ,A⟩ = ZAmod2,

as wanted. To complete the proof of (v), it therefore remains to prove (a) and (b).

For (a), recall that each αj is generated by the vector 1
2νj in the Lie algebra of the torus

T ⊂ Ham(X). We can represent the homotopy class α̃ by the pointwise composition of the αji ,
which is then generated by the vector

ε1
2
νj1 + · · ·+

εm
2
νjm =

∑
j

⟨A,Hj⟩
1

2
νj =

1

2

〈
A,

∑
j

νjHj

〉
.

The right-hand side vanishes since
∑

j νjHj = 0, so α̃ can be represented by the path in Ham(X)
generated by the zero vector, i.e., the constant path at idX .

For (b), first let Aj = ⟨A,Hj⟩mod2 ∈ Z/2, or equivalently Aj = A·Djmod2. By Corollary 6.9,
we then have

Dclass(Amod 2) · dj = Aj for all j. (6.11)

Since the dj form a basis for Hn−1(L), we conclude that Dclass(A mod 2) is uniquely deter-
mined by (6.11). But by construction

(
αjm(1)

−εm ◦ · · · ◦ αj2(1)−ε2 ◦ η̂
ε1
j1

)
· · · η̂ εmjm intersects dj

exactly Aj times mod 2. This completes the proof of (b) and hence of (v).

(vi) The linear relations follow immediately from the corresponding relations between the hj
(proved in Proposition 6.8) and the fact that PSS is a linear map. The multiplicative relations
follow from (v) and the fact that every monomial in R squares to 1. ■

Remark 6.13. A possible alternative proof strategy, in the spirit of Haug [38], is to consider
the Y -shaped trajectories contributing to the Floer product on HF∗

R(L,L) and use the action
of τ to show that they all cancel except those in which the only non-constant disc is at the centre
of the Y . In each of the latter trajectories, the central disc can be glued to its reflection under τ
to give a trajectory contributing to the quantum product on QH∗

R(X), and one can use the
action of τ again to show that all other contributions to the quantum product cancel. Whilst
this approach is more direct than that used above, it requires a more careful understanding
of the relationship between τ and Dclass, and we were not easily able to verify the necessary
transversality conditions on the moduli spaces.

Remark 6.14. Mod-2 cancellation of discs with their reflections by τ shows that WL(L) = 0,
which we claimed at the beginning of Section 6.
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6.5 Concluding the construction of the diagram

Recall from Section 6.1 that the proof of Theorem E is reduced to constructing the commutative
diagram (6.1), namely

QH∗
R(X) QH2∗

R (X)

QH∗(X) HF∗
R(L,L).

π

fR

DR

∼=

ĈO0
L

Recall that π is reduction modulo m and fR is the k-linear extension of the Frobenius map,
which is simply the Frobenius map itself since we have reduced to the case k = Z/2.

Having constructed the isomorphism DR, it remains to explain why the diagram commutes.
Explicitly, for each x ∈ QH∗

R(X) we need to show that

DR
(
x2

)
= ĈO0

L(xmodm).

Since all maps involved are k-algebra homomorphisms, and QH∗
R(X) is generated as a k-algebra

by the ZA ∈ R and by the Hj , it suffices to check this for x equal to each ZA and to each Hj .
For x = ZA, it is immediate, since then x2 = 1 = xmod m. We are left to deal with x = Hj ,
for which the problem reduces to showing that DR(Hj)

2 = ĈO0
L(Hj). For this we extend [60,

Theorem 1.13].

From the proof of Proposition 6.12, we have DR(Hj) = PSS(hj) = SL(αj , η̂j), so using the
twisted homomorphism property we have

DR(Hj)
2 = SL(αj , η̂j)

2 = SL
(
αj · αj ,

(
αj(1)

−1 ◦ η̂j
)
· η̂j

)
.

The concatenation αj · αj is the loop γj in Ham(X) that appears in the proof of Proposi-
tion 6.12 (iv). The loop

(
αj(1)

−1 ◦ η̂j
)
· η̂j , meanwhile, represents the zero class in H1(L) since

its mod-2 intersection number with each di is zero. Therefore, DR(Hj)
2 = SL(γj , ηp). McDuff–

Tolman [43, p. 9] showed that S(γj) = Hj , so (6.7) then gives

DR(Hj)
2 = ĈO0

L(Hj),

which is what we needed.

Remark 6.15. The idea of Remark 6.13 suggests another possible strategy, whereby one takes
trajectories contributing to ĈO0

L(x) and glues them to their reflections under τ to obtain trajec-
tories contributing to DR(x2). Again, however, it is unclear whether the necessary transversality
can be achieved.

7 Understanding H
(
Φ̂∗

)
In this penultimate section, we prove the two remaining main results from the monotone setting,
namely Theorems G and J, which both relate to the map

H
(
Φ̂∗

)
: HH∗(CF∗(L♭, L♭))→ HH∗(CF∗(L♭, L♭), B̂ ).

Recall that E ∈ mf(S,WL−λ) is the image of L♭ under the localised mirror functor LML,λ, B̂ is
the m-adic completion of its endomorphism dg-algebra, and Φ̂ is the A∞-algebra homomorphism
CF∗(L♭, L♭) → B̂ induced by LML,λ. The map Φ̂ makes B̂ into a CF∗(L♭, L♭)-bimodule, and
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can also be viewed as a bimodule map CF∗(L♭, L♭)→ B̂. Then H
(
Φ̂∗

)
is the map on Hochschild

cohomology induced by pushforward of coefficient bimodules.
In Section 7.1, we prove Theorem G, that H

(
Φ̂∗

)
is an isomorphism if L is a torus and its

local system L ∈ SpecS is a critical point of WL ∈ S. By arguments analogous to those in
Section 3.4, this is independent of the choice of auxiliary data, so it suffices to prove it for
a single choice and this is what we do. Then in Section 7.2, we prove Theorem J, namely that

(i) If L is simply connected, then

H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
: HH∗(CF∗(L♭, L♭))→ HF∗(L♭, L♭)op

is projection to length zero.

(ii) If L is simply connected and weakly exact, then H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
is identified with

ev∗ : H−∗
(
ΛL−TL)→ H−∗

(
L−TL) ∼= H∗(L),

where ΛL is the free loop space of L and ev : ΛL→ L is the evaluation-at-basepoint map.

7.1 Tori

Assume throughout this subsection that L is a torus and that L is a critical point of WL. It is
well-known that L♭ is then wide [10, Proposition 3.3.1], meaning that HF∗(L♭, L♭) is additively
isomorphic to H∗(L). This torus case was studied in [58], building heavily on [14, 15], and we
begin by recalling some results from there. Note that in [58, Section 6] all objects are decorated
with primes to distinguish them from (different, but related!) unprimed versions appearing
earlier in that paper.

Proposition 7.1. For a suitable choice of auxiliary data, based on a pearl model for a carefully
chosen perfect Morse function, we have the following:

(i) The matrix factorisation E is quasi-isomorphic in mf(S,WL − λ) to an explicit wedge-
contraction matrix factorisation E0, and conjugating by this quasi-isomorphism induces
a dg-algebra quasi-isomorphism Ψ: B → B0 between their endomorphism algebras [58,
Proposition 6.11].

(ii) The composition Ψ◦Φ: CF∗(L♭, L♭)→ B0 is a quasi-isomorphism, so Φ: CF∗(L♭, L♭)→ B
is a quasi-isomorphism [58, below Remark 6.12].

Corollary 7.2. For these auxiliary data, the map Φ̂ : CF∗(L♭, L♭)→ B̂ is a quasi-isomorphism.

Proof. The map Φ̂ can be viewed as the composition of Φ with Ŝ ⊗S − : B → B̂. The former
is a quasi-isomorphism by Proposition 7.1 (ii), whilst the latter is a quasi-isomorphism because
for any Noetherian ring R and ideal I ⊂ R the I-adic completion of R is flat over R [24,
Theorem 7.2 (b)]. ■

It is now straightforward to deduce the result we want.

Proposition 7.3. Using the same auxiliary data, the map

H
(
Φ̂∗

)
: HH∗(CF∗(L♭, L♭))→ HH∗(CF∗(L♭, L♭), B̂ )

is an isomorphism.

Proof. Equip both Hochschild complexes with the length filtration. The map Φ̂∗ respects these
filtrations so induces a map between spectral sequences. On E1 pages this looks like

H
(
Φ̂
)
∗ : CC∗(HF∗(L♭, L♭))→ CC∗(HF∗(L♭, L♭),H(B̂ )),

which is an isomorphism because H
(
Φ̂
)
: HF∗(L♭, L♭)→ H

(
B̂
)
is. The result then follows from

the Eilenberg–Moore comparison theorem (Theorem 4.5). ■
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7.2 Simply connected Lagrangians

For this subsection, assume that L is simply connected. Then S = k and HF∗
S(L,L)

op =
HF∗(L♭, L♭), so H

(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
is a map

HH∗(CF∗(L♭, L♭))→ HF∗(L♭, L♭)op.
Theorem J (i) is the following result.

Proposition 7.4. In this situation, H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
is projection to length zero.

Proof. First we describe H
(
Θ̂L♭

)−1
more explicitly. Since S = k, we have that

B̂ = end∗k
(
CF∗(L♭, L♭))

and that Θ̂L♭ reduces to the map

θ : CF∗(L♭, L♭)op → CC∗(CF∗(L♭, L♭), end∗k(CF∗(L♭, L♭)))
given by (4.3). As explained in the proof of Proposition 4.6, a quasi-inverse to this map is
given by

Π′ : φ 7→ φ0(eL♭),

where eL♭ is a chain-level representative for the unit in HF∗(L♭, L♭). (In Proposition 4.6, we
used Π, which differs from Π′ by a sign (−1)|φ|, but that was because there we were viewing its
codomain as an A∞-module rather than an A∞-algebra; see Remark 4.7.)

Next recall that the pushforward map Φ̂∗ : CC∗(CF∗(L♭, L♭))→ CC∗(CF∗(L♭, L♭), B̂ ) is
given by

φ 7→
∑

(−1)(|φ|−1)✠iΦ̂(. . . , φ(. . . ), i. . .).

Combining these, we see that H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
= H

(
Π′ ◦ Φ̂∗

)
and that Π′ ◦ Φ̂∗ is given by

φ 7→ Π′
(∑

(−1)(|φ|−1)✠iΦ̂(. . . , φ(. . . ), i. . .)
)
= Φ̂1

(
φ0

)
(eL♭) = µ2

(
φ0, eL♭

)
.

The last equality follows from the construction of Φ1 = LM1 in Definition 2.10. In cohomology
µ2

(
φ0, eL♭

)
coincides with φ0, so H(Π′ ◦ Φ̂∗) coincides with φ 7→ φ0, i.e., projection to length

zero. ■

Now assume that L is also weakly exact (ω vanishes on π2(X,L)). Then Floer cochain
algebras reduce to singular cochain algebras, so H

(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
reduces to a map

HH∗(C∗(L))→ H∗(L)op = H∗(L).

Since L is simply connected, we also have an isomorphism F : H−∗
(
ΛL−TL)→ HH(C∗(L)) [17,

Corollary 11]. Theorem J (ii) is the following result.

Proposition 7.5. In this situation, H
(
Θ̂L♭

)−1 ◦H
(
Φ̂∗

)
◦ F coincides with

ev∗ : H−∗
(
ΛL−TL)→ H−∗

(
L−TL) ∼= H∗(L),

where ev : ΛL→ L is the evaluation-at-basepoint map.
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Proof. We begin by recapping the construction of the isomorphism

F : H−∗
(
ΛL−TL)→ HH∗(C∗(L)),

following [17]. Letting ∆k =
{
(t1, . . . , tk) ∈ Rk+1 | 0 ≤ t1 ≤ · · · ≤ tk ≤ 1

}
be the standard k-

simplex, there is a map ∆k × ΛL→ Lk+1 given by

((t1, . . . , tk), γ) 7→ (ev(γ) = γ(0), γ(t1), . . . , γ(tk)).

This induces a map between Thom spectra

fk :
(
∆k

)
+
∧ ΛL−TL → L−TL ∧

(
Lk

)
+
,

where the virtual bundle −TL on ΛL implicitly means ev∗(−TL). The corresponding map on
chains

C∗−k
(
ΛL−TL)→ C∗

(
L−TL)⊗ C∗(L)

⊗k ≃ hom∗(C−∗(L)⊗k,C∗
(
L−TL))

≃ hom∗(C−∗(L)⊗k,C−∗(L)
)

simplifies to a chain map

(fk)∗ : C−∗
(
ΛL−TL)→ hom∗(C∗(L)[1]⊗k,C∗(L)

)
,

and by [17, Corollary 11] these (fk)∗ assemble to define an isomorphism

F : H∗
(
ΛL−TL)→ HH∗(C∗(L)).

Combining this description with Proposition 7.4, we see that H
(
Θ̂L♭

)−1 ◦ H
(
Φ̂∗

)
◦ F is F

followed by projection to length zero, which is precisely H((f0)∗). By construction, this is ev∗,
followed by the isomorphism H−∗

(
L−TL)→ H∗(L). ■

8 The non-monotone case

In this section only, we allow X and L to be non-monotone, and we work over the Novikov field

Λ = C
[[
TR]] = { ∞∑

j=1

ajT
sj | aj ∈ C and sj ∈ R with sj →∞

}

instead of k as above. Let v : Λ→ R ∪ {∞} denote the valuation

v

(∑
j

ajT
sj

)
= min{sj | aj ̸= 0},

with the convention that this minimum is ∞ if the set is empty, i.e., v(0) =∞.
In Section 8.1, we discuss some generalities of Floer theory in this setting. We then move on

to describe how our main results adapt, before applying them to the case of toric fibres.

8.1 Setup

In non-monotone Floer theory, the counts of pseudoholomorphic curves are generally infinite,
so to make sense of them we must work with suitably filtered and completed algebraic objects.
In this section, we will work with a specific notion of filtration, which we now make precise.
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Definition 8.1. An abelian group A is filtered if it carries a decreasing filtration F sA by
subgroups, indexed by s ∈ R, which is exhaustive (

⋃
s F

sA = A) and Hausdorff (
⋂
s F

sA = 0).
The abelian group A is complete if the natural map A→ lim←−A/F

sA is an isomorphism; this
automatically implies Hausdorffness. The prototypical example of a complete filtered object
is Λ, with F sΛ = Λ≥s := v−1(R≥s). If A has extra algebraic structure, then we require the
filtration to be compatible with this. For example, a filtered Λ-algebra is a Λ-algebra A in the
usual commutative algebra sense, carrying a filtration F sA of the sort just discussed, such that
the multiplication A⊗A→ A and ring homomorphism Λ→ A defining the Λ-algebra structure
are filtered, i.e., (F s1A)(F s2A) ⊂ F s1+s2A for all s1 and s2, and Λ≥s maps into F sA for all s.
Similarly, if A is augmented, then we require the augmentation A→ Λ to be filtered.

Definition 8.2. Given a filtered Λ-algebra A, a rank-1 local system E on L over A is c-filtered
for c ∈ R≥0 if each fibre is equipped with a filtration such that: each fibre is isomorphic to A
as a filtered A-module; for all paths γ and for all s, the parallel transport Pγ : Eγ(0) → Eγ(1)
maps F sEγ(0) into F s−cEγ(1). Note that the fibre filtrations need not be (and in general can-
not be) chosen consistently in a locally constant way.

Lemma 8.3. In terms of the monodromy representation ξ : π1(L)→ A×, a rank-1 local system
can be made c-filtered if and only if there exists a c such that ξ lands in A× ∩ F−cA.

Proof. Fix a basepoint p in L and suppose there exists c such that the monodromy represen-
tation ξ : π1(L, p) → A× lands in A× ∩ F−cA. Now define the fibre filtrations as follows: fix
a filtration F sEp of Ep; for each point q in L choose a path γq from p to q, with γp taken to be
the constant path; equip Eq with the filtration F sEq = Pγq(F sEp). We claim this has the desired
property.

Well, take a path γ from q to r. We have γ = γr · β · γ−1
q for some loop β based at p, where ·

denotes concatenation and −1 denotes reversal. Then Pγ = Pγr ◦ Pβ ◦ P−1
γq , where Pγr and P−1

γq
preserve the filtration level exactly and Pβ = ξ shifts it down by at most c, so we are done.

The converse is clear: if E is c-filtered, then apply the defining condition to paths from p
to p. ■

Technical foundations in pseudoholomorphic curve theory are also required, in order to define
compatible virtual fundamental chains on the relevant moduli spaces. Recall that we encapsulate
these in Assumption 1.17, which asserts the existence of sufficient machinery to

(i) Define the Fukaya category F(X)λ over Λ and prove the operations satisfy the A∞-
relations. We assume the category is strictly unital, but see Remark 1.18.

(ii) Construct COλ : QH∗(X) → HH∗(F(X)λ) as a unital Λ-algebra homomorphism. We
assume that it can be made to land in strictly unital Hochschild cochains.

(iii) Prove a generation criterion for summands of F(X)λ based on injectivity of

COL♭ : QH∗(X)→ HH∗(CF∗(L♭, L♭))
on factors of QH∗(X).

For the rest of the section, we assume (i) holds. We will later also impose (ii) and (iii).
Objects of F(X)λ are compact, connected Lagrangians L in X, equipped with a pin structure

and Z/2-grading, plus a c-filtered rank-1 local system over Λ (for some c), and a weak bounding
cochain b ∈ F>cCFodd

(
L♭, L♭

)
whose curvature is λ ∈ Λ. The A∞-operations on F(X)λ count

pseudoholomorphic discs u as before, but now additionally weighted by Tω(u). Each morphism
space is a complete filtered Λ-vector space, so by Gromov compactness these weighted disc
counts converge.
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Remark 8.4. The reader may be surprised that in Definition 8.2 we allowed the parallel trans-
port maps to decrease the filtration level, i.e., we allowed c to be positive. This flexibility is
necessary for our applications, and does not cause any convergence problems for the following
reason. When defining the contribution of a Floer cochain c to an operation µk(ak, . . . , a1),
assuming first that there are no weak bounding cochains, we count discs with inputs ai and
output c, weighted by T area and by k + 1 parallel transport maps around the boundary. By
Definition 8.2, there is an a priori lower bound on the combined filtration shifts of the k + 1
parallel transport maps, so Gromov compactness ensures that below any given filtration level
the count of such discs is finite. Suppose we now also incorporate weak bounding cochains on
our Lagrangians. By definition, if the local system on a Lagrangian L is c-filtered, then the weak
bounding cochain b on L must lie in F>cCF∗(L,L), i.e., in F c+δ CF∗(L,L) for some δ > 0. Then
each insertion of b introduces a filtration shift of ≥ −c from the additional parallel transport
map and ≥ c + δ from b itself. So each time we insert b we increase the filtration level of the
output by ≥ δ, and thus convergence is maintained.

Using exactly the same technical foundations, one can similarly define the Fukaya cate-
gory FR(X)r over any complete filtered Λ-algebra R. Objects now carry c-filtered rank-1 local
systems over R, plus weak bounding cochains with curvature r ∈ R. Objects of F(X)λ can
be converted into objects of FR(X)λ by applying R ⊗Λ − to their local systems and bound-
ing cochains.

8.2 Adapting our main results

We now explain how to prove Theorems A+, B+ and C+, in the form of Propositions 8.5, 8.6
and 8.7. Using Assumption 1.17, these are essentially straightforward adaptations of what we
have done already.

The starting point is an object
(
L♭, b

)
∈ F(X)λ, a complete filtered augmented Λ-algebra R,

and a lift (L,b) of
(
L♭, b

)
to R. Recall that the latter is an object in FR(X)WL

, for some
WL ∈ R, whose reduction modulo the augmentation ideal m is

(
L♭, b

)
. Since the localised mirror

functor is defined purely in terms of the A∞-operations on FR(X)• (it involves both FR(X)λ
and FR(X)WL

), it adapts immediately to the non-monotone setting to give LM(L,b),λ : F(X)λ →
mf(R,WL−λ). This gives us a mixed Hochschild complex CC∗(F(X)λ,mf(R,WL−λ)) as before,
and we have the following.

Proposition 8.5. There is an A∞-algebra homomorphism

Θ: CF∗
R((L,b), (L,b))

op → CC∗(F(X)λ,mf(R,WL − λ)),

which is cohomologically unital and extends the module action of

CF∗
R((L,b), (L,b))

op on LM(L,b),λ .

Proof. The map is defined by the same schematic diagrams and sign twist as in Definition 3.1.
The pseudoholomorphic curves being counted are of the same form as those defining the A∞-
operations, and the fact that Θ is an A∞-algebra homomorphism is proved by the same form
of argument as the A∞-relations on the category (as in Proposition 3.3), so no foundations
beyond Assumption 1.17 (i) are needed. Compared with the monotone case, there is one new
type of degeneration that can occur, namely formation of a boundary bubble carrying no marked
points. This corresponds to bubbling off of µ0 terms, which are all multiples of the unit by the
assumption that the Lagrangians carry weak bounding cochains. So these degenerations cancel
out by strict unitality of the A∞-operations.

The fact that Θ extends the module action follows directly from its definition, as in Lem-
ma 3.4. Cohomological unitality is a consequence of Proposition 8.6 if one is willing to make
Assumption 1.17 (ii), or of the argument suggested in Remark 3.12 if not. ■
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Proposition 8.6. If Assumption 1.17 (ii) also holds, then

H(Θ) ◦ CO0
(L,b) = H

((
LM(L,b),λ

)
∗
)
◦ COλ .

Proof. This follows from the same form of argument as Corollary 3.10, which only uses mod-
uli spaces analogous to those used in defining COλ and in proving that it lands in Hochschild
cocycles, so no foundations beyond Assumption 1.17 (i) and (ii) are needed. Again there are
additional degenerations coming from bubbling off of µ0, but these cancel since we are assum-
ing COλ lands in strictly unital Hochschild cochains. ■

Proposition 8.7. If R is Noetherian, then the m-adically completed map Θ̂L♭ is a quasi-iso-
morphism.

Proof. The proof of Theorem C in Section 4 is essentially purely algebraic, and translates
directly to our new setting (working over Λ now, in place of k, of course). The argument relies
on R being Noetherian, which was automatic before, but now we have imposed it directly. ■

Before moving on to study the special case of toric fibres, we prove a general result that
establishes, under natural conditions, various properties of R that are useful for applying the
above machinery.

Lemma 8.8. Suppose R is a local Λ[H1(L;Z)]-algebra which is complete, filtered, and finite-
dimensional as a Λ-algebra. The following then hold:

(i) The unique augmentation ε : R → Λ, given by quotienting by the unique maximal ideal
m ⊂ R, is automatically filtered.

(ii) If ρ̃ : H1(L;Z) → R× denotes the map sending γ to the image of τγ under the structure
map Λ[H1(L;Z)]→ R, and if ε ◦ ρ̃ lands in Λ≥0, then there exists c ≥ 0 such that ρ̃ lands
in F−cR. (Note that in the rest of the paper we use z as the monomial recording H1(L;Z)
classes. Here we use τ instead, for consistency with [57].)

(iii) R is Noetherian and m-adically complete.

Proof. (i) Suppose for contradiction that ε is not filtered. Then there exist s ∈ R and r ∈ F sR
such that ε(r) /∈ Λ≥s. Say v ◦ε(r) = s − δ, with δ > 0. Replacing r with ε(r)−1r, we may
assume that r ∈ F δR and that ε(r) = 1. Now consider the Λ-linear endomorphism of R given
by multiplication by r, and the associated decomposition of R into generalised eigenspaces.
Each generalised eigenspace must be an ideal of R, but R is local so any proper ideal must
be contained in the unique maximal ideal. This means that the whole of R must be a single
generalised eigenspace, so there exists λ ∈ Λ and m = dimΛR such that (r− λ)m annihilates R
and hence (r − λ)m = 0. Applying ε to this expression gives λ = 1, and expanding it out, we
then obtain

1 = −
m∑
j=1

(
m

j

)
(−1)m−jrj . (8.1)

The right-hand side of (8.1) lies in F δR, so 1 also lies in F δR. Then for all positive integers p
we get 1 = 1p ∈ F pδR and hence

1 ∈
∞⋂
p=1

F pδR = 0,

which is impossible (here we used that the filtration on R is Hausdorff). So ε is indeed filtered.
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(ii) Fix elements γ1, . . . , γ2n which generate H1(L;Z) as a monoid (e.g., a basis and their
negatives) and let ρ̃j = ρ̃(γj). It suffices to show that for each j there exists cj ≥ 0 such
that all positive powers of ρ̃j lie in F−cjR, since then c = c1 + · · · + c2n works. So fix j and
consider ρ̃j ∈ R×. As in (i), we can consider the generalised eigenspace decomposition for the
action of ρ̃j on R, and deduce that (ρ̃j − ε(ρ̃j))m = 0 for some m, so

ρ̃mj = −
m∑
j=1

(
m

j

)
(−ε(ρ̃j))j ρ̃m−j

j . (8.2)

By assumption, we have ε(ρ̃j) ∈ Λ≥0. So if we pick cj ≥ 0 such that ρ̃j , . . . , ρ̃
m−1
j ∈ F−cjR,

then (8.2) tells us that ρ̃mj also lies in F−cjR. Repeatedly multiplying (8.2) through by ρ̃j ,
we get by induction that ρ̃ pj ∈ F−cjR for all positive integers p, which is what we wanted.

(iii) The Noetherian condition is obvious from finite-dimensionality. m-adic completeness,
meanwhile, follows from the fact that mp = 0 for some p. The latter can be proved using
the Artinian property (via [59, Lemma 10.53.4], for example), or directly by picking a basis
r1, . . . , rk for m and using generalised eigenspace decompositions as in (i) to show that each rj
is nilpotent. ■

8.3 Split-generation by toric fibres

In this subsection, we specialise to the case whereX is a compact toric manifold equipped with its
canonical Z/2-grading, and prove Theorem L which states that its Fukaya category is generated
by toric fibres. The precise statement is Proposition 8.16 below. During the exposition, we
include several lemmas whose proofs we defer to the end of the subsection, to avoid distracting
from the main thread of the argument.

First we introduce some notation. Let

∆ =
{
x ∈ t∨ | ⟨νj , x⟩ ≥ −λj for i = 1, . . . , N

}
(8.3)

be the moment polytope of X as in Appendix C.1, and let L be an arbitrary toric fibre. By
translating ∆, we may assume that the λj are all positive and that L = µ−1(0). As discussed
in Appendix C.1, the νj can naturally be viewed as elements of H1(L;Z), where they are the
boundaries of the basic disc classes βj of area λj .

Definition 8.9. Let ΓR be the submonoid of R⊕ H1(L;Z) generated by (λ1, ν1), . . . , (λN , νN )
and R≥0⊕ 0. Its monoid ring C[ΓR] naturally lies inside A := C

[
TR][H1(L;Z)], with (s, γ) ∈ ΓR

represented by the monomial T sτγ . Now define a filtration on A by F sA = T sC[ΓR]. This
is exhaustive since the νi span H1(L;Z) and is Hausdorff since all exponents of T appearing
in F sA are at least s. Let A be the completion of A with respect to this filtration. This
naturally contains Λ as the completion of C

[
TR], so is a complete filtered Λ-algebra.

For a specific closed ideal I ⊂ A, Fukaya–Oh–Ohta–Ono [32] construct an isomorphism
of filtered Λ-algebras ks : QH∗(X) → A/I which they call the Kodaira–Spencer map. Their
filtration is defined slightly differently from ours, but a proof using the present conventions is
given in [57] (the fact that both ks and its inverse respect the filtration follows from the fact that
the domain and codomain can both be defined over Λ0, where the filtrations become F s− = T s−,
and filteredness then follows from Λ≥0-linearity). The inclusions of Λ and C[H1(L;Z)] into A
make A/I, and hence QH∗(X), into a Λ[H1(L;Z)]-algebra. Even though A is strictly bigger
than Λ[H1(L;Z)], the next result says that this difference disappears after quotienting by I.

Lemma 8.10. The structure map σ : Λ[H1(L;Z)]→ QH∗(X) is surjective.
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Remark 8.11. There is an obvious filtration of Λ[H1(L;Z)] by Λ≥s[H1(L;Z)], but QH∗(X) is
not generally a filtered Λ[H1(L;Z)]-algebra with respect to this filtration, i.e., σ is not in general
filtered.

Thus SpecQH∗(X) is a zero-dimensional closed subscheme of SpecΛ[H1(L;Z)], and hence
QH∗(X) is a product of local rings, each corresponding to a single closed point of

SpecΛ[H1(L;Z)].

Since Λ is algebraically closed [30, Lemma A.1], each of these closed points corresponds to
a homomorphism H1(L;Z)→ Λ×. Let R be one of the local factors of QH∗(X), equipped with
the filtration induced by the projection π : QH∗(X) → R. Note that R is finite-dimensional
over Λ, and is a Λ[H1(L;Z)]-algebra via π ◦ σ. To start putting us in the setup of the previous
subsection, we have the following.

Lemma 8.12. The filtration on R satisfies Definition 8.1 and is complete.

We are thus in the situation of Lemma 8.8, so by part (i) of that result R is a complete
filtered augmented Λ-algebra. The augmentation ε : R→ Λ is unique, with kernel given by the
unique maximal ideal m in R. Let ρ̃ : H1(L;Z)→ R× be the homomorphism γ 7→ π ◦σ(τγ), and
let ρ = ε ◦ ρ̃. Note that ρ is the homomorphism H1(L;Z)→ Λ× corresponding to m as a closed
point of SpecΛ[H1(L;Z)].

The next result is the key step in defining our objects L♭ and L.

Lemma 8.13 (morally equivalent to [32, Lemma 2.2.2]). By translating ∆ if necessary, i.e., by
changing which toric fibre L is, we may assume that ρ lands in Λ≥0.

Assume now that this translation has been done. Then ρ defines (the monodromy of) a 0-
filtered rank-1 local system L on L over Λ, and we take L♭ to be L equipped with this local
system, the standard spin structure (as defined in Appendix C.1), and an arbitrary Z/2-grading
(equivalent to an orientation). We use Fukaya–Oh–Ohta–Ono’s de Rham model and torus-
equivariant perturbation data from [30], and take the weak bounding cochain b to be zero. This
is indeed a weak bounding cochain: in [30, Section 12], they show that for any rank-1 local
system L0 with monodromy ρ0 : H1(L;Z) → C×, every b0 ∈ H1(L; Λ>0) is a weak bounding
cochain, and the same argument applies with our L and ρ in place of L0 and ρ0. Let λ be the
curvature of

(
L♭, b = 0

)
.

Remark 8.14. By [30, Lemma 11.8], we expect
(
L♭, 0

)
to be isomorphic to L equipped with L0

and b0 if ρ = ρ0 · eb0 .

Similarly, by Lemma 8.8 (ii) ρ̃ defines a c-filtered rank-1 local system on L over R, whose
reduction modulo m is L, and we take L to be L equipped with this local system and with the
same spin structure and orientation as L♭. We use the same de Rham model and perturbation
data, and take its weak bounding cochain b also to be zero. By construction, this (L, 0) is a lift
of

(
L♭, 0

)
to R.

Lemma 8.15. The maps

ĈO0
L : QH∗(X)→ R and π : QH∗(X)→ R

coincide.
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Proof. Since QH∗(X) is generated as a k-algebra by the Hj , it suffices to show that the maps
agree on each Hj . By definition, ĈO0

L(Hj) ∈ R counts holomorphic discs u mapping an interior
marked point to the divisor Dj , weighted by

ρ̃([∂u]) = π ◦ σ
(
τ [∂u]

)
= π ◦ ks−1

(
τ [∂u] mod I

)
.

Meanwhile, ks(Hj) ∈ A/I counts the same thing, but weighted by τ [∂u] mod I. We can choose
the same perturbation data for ĈO0

L(Hj) as for ks(Hj), namely the torus-equivariant Kuranishi
multisections of [31, Lemma 6.5], and we then get

ĈO0
L(Hj) = π ◦ ks−1(ks(Hj)) = π(Hj),

as wanted. ■

Since R is Noetherian and m-adically complete by Lemma 8.8 (iii), Corollary K gives the
following, which is the precise statement of Theorem L.

Proposition 8.16. Under Assumption 1.17,
(
L♭, 0

)
split-generates the summand of F(X)λ

corresponding to the factor R of QH∗(X).

Remark 8.17. In [32, Section 4.7], Fukaya–Oh–Ohta–Ono factor their isomorphism ks through
Hochschild cohomology via a closed-open map, denoted by q̂. However, they work over Λ≥0,
whereas for the generation criterion one must work over Λ. For example, their q̂ is injective on the
whole of QH∗(X; Λ≥0), regardless of which toric fibre one is looking at, whilst for split-generation
and injectivity of COL♭ one must choose a specific toric fibre for each factor of QH∗(X).

We wrap up this subsection by filling in the promised proofs of Lemmas 8.10, 8.12 and 8.13.

Proof of Lemma 8.10. Let τj = T λjτνj . It suffices to prove the following claim: QH∗(X)
is spanned over Λ by finitely many monomials in the σ(τj). To prove this claim, we use [57,
Lemma 2.20] (corresponding to [30, Theorem 4.6]), which tells us that ks(Hj) ∈ τj + F>0A
modulo I, and hence that σ(τj) ∈ Hj + F>0QH∗(X), where Hj is the Poincaré dual of the jth
toric divisor. The claim then follows from the fact that QH∗(X; Λ≥0) is spanned over Λ≥0 by
finitely many monomials in the Hj . ■

Proof of Lemma 8.12. The filtration on R is automatically decreasing and exhaustive, so we
just need to show that it is complete (since this also implies Hausdorffness). For this, note
that if e1, . . . , ek is a Λ≥0-basis for QH∗(X; Λ≥0), then the filtration on QH∗(X) is defined
by F sQH∗(X) =

⊕k
j=1 Λ≥sej . Note further that we can always pick the basis e1, . . . , ek such

that the first l elements form a Λ≥0-basis for (kerπ) ∩ QH∗(X; Λ≥0). Having done this, the
images π(el+1), . . . , π(ek) of el+1, . . . , ek in R form a Λ-basis for R, and the induced filtration on
R is F sR =

⊕k
j=l+1 Λ≥sπ(ej). Thus R is isomorphic to Λk−l as a filtered Λ-module, and hence

is complete. ■

Proof of Lemma 8.13. We need to show that by translating ∆ we can ensure that

v ◦ρ : H1(L;Z)→ R

is non-negative, which is equivalent to it being identically zero.
To begin, note that v is naturally an element of the space t∨ in which ∆ lives

(
in fact, t∨

is naturally identified with H1(L;R)
)
. Translating ∆ by −a ∈ t∨ corresponds to changing x to

x+ a in (8.3), or equivalently to changing λj to λj + ⟨νj , a⟩. The allowed translations are those
that keep 0 in the interior of the polytope, i.e., those satisfying ⟨νj , a⟩ > −λj for all j. The
effect of this translation on ks is to multiply ks(Hj) by T ⟨νj ,a⟩. The effect on σ is therefore to
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multiply σ(τνj ) by T−⟨νj ,a⟩. The effect on v ◦ρ(νj) in turn is thus to subtract ⟨νj , a⟩. So to be
able to make v ◦ρ identically zero, we need to be able to choose a such that v ◦ρ(νj) = ⟨νj , a⟩ for
all j, and ⟨νj , a⟩ > −λj for all j. In other words, the first part of the lemma reduces to showing
that v ◦ρ(νj) > −λj for all j.

Next note that ρ(νj) can be written as ε ◦ π ◦ σ(τνj ) = T−λjε ◦ π ◦ σ(τj), where τj denotes
T λjτνj ∈ Λ[H1(L;Z)]. Letting rj = π ◦ σ(τj) be the image of τj in R, our task reduces to
showing that v ◦ε(rj) > 0 for all j. Since τj lies in filtration level 0 in A we have that σ(τj) lies
in F 0QH∗(X), and hence that rj lies in F

0R. Since ε is filtered (Lemma 8.12), we immediately
get v ◦ε(rj) ≥ 0 for all j. We thus want to show that there are no j with v ◦ε(rj) = 0.

Suppose then, for contradiction, that such j do exist: call them j1, . . . , jk, and let ε(rji) =
ai + bi, where ai ∈ C× and bi ∈ Λ>0. If the toric divisors Dj1 , . . . , Djk have empty intersec-
tion, then Hj1 · · ·Hjk lies in F>0QH∗(X). Since σ(τj) ∈ Hj + F>0QH∗(X), we deduce that
rj1 · · · rjk ∈ F>0R. Applying ε we conclude that a1 · · · ak ∈ Λ>0, which is nonsense. There-
fore, the divisors Dj1 , . . . , Djk have non-empty intersection, and hence the vectors νj1 , . . . , νjk
are linearly independent. Modulo elements of F>0A, the ideal I ⊂ A contains the components
of

∑
j νjτj . We therefore have

∑
j νjrj ∈ F>0R and hence

∑
j νjε(rj) ∈ Λ>0. But the constant

term in
∑

j νjε(rj) is
∑

i νjiai, which is non-zero since the νji are linearly independent. This
gives the desired contradiction, and we conclude that there are no j with v ◦ε(rj) = 0. Hence
v ◦ε(rj) > 0 for all j and thus we can indeed translate ∆ to make v ◦ρ identically zero. ■

Remark 8.18. In the presence of a bulk deformation from F>0QHeven(X), the proofs go
through unchanged. The results similarly hold in the presence of a B-field B ∈ QH2(X;C),
but now with one small modification: in the proofs of Lemmas 8.10 and 8.13, we have σ(τj) =
ajHj + F>0QH∗(X) for some aj ∈ C× (previously aj was 1); but this does not affect the
arguments.

A The generation criterion

In this appendix, we review the decomposition of the Fukaya category induced by decompositions
of quantum cohomology, and derive the corresponding generation criterion. We then look at
how this relates to the more standard splittings of the Fukaya category by eigenvalues of the
first Chern class. This material is all well-known to experts, but we are not aware of the details
being spelled out in the literature, especially Lemma A.7.

We remind the reader that, having finished Section 8, we are now back in the monotone
setting.

A.1 Decompositions of the Fukaya category

Suppose that QH∗(X) decomposes into a product of Z/2-graded k-algebras Qi. For each λ,
this induces a splitting of F(X)λ into pairwise orthogonal subcategories F(X)λ,i, and the goal
of this subsection is to summarise the construction and prove that it is compatible with the
closed-open map. See also [52, Section (5b)].

Remark A.1. Similarly, a decomposition of QH∗(X) into a product of ungraded k-algebras Qi
gives rise to a decomposition of the ungraded category F(X)unλ into pairwise orthogonal sub-
categories F(X)unλ,i. We will not separately mention this case further as the arguments are
identical.

The decomposition of QH∗(X) into the Qi corresponds to a decomposition of its unit 1X
into pairwise orthogonal idempotents ei of even degree. Roughly speaking, F(X)λ,i is the
image of F(X)λ under the module action of ei via CO0. More precisely, let Q denote the
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A∞-category modF(X)λ of A∞-modules over F(X)λ, and let TwF(X)λ be the smallest full
subcategory of Q that contains the image of the Yoneda embedding F(X)λ → Q and is closed
under taking shifts and mapping cones. We may implicitly view F(X)λ as a full subcategory
of TwF(X)λ or of Q, via Yoneda. Given an object T in TwF(X)λ and an idempotent ℘ in
hom∗(T, T ), Seidel shows in [51, Section (4b)] that we can construct an object in Q representing
the abstract image of ℘. Let ΠTwF(X)λ be the full subcategory of Q comprising all such
abstract images of idempotents. The category F(X)λ,i is defined to be the full subcategory
of ΠTwF(X)λ given by the abstract images of specific idempotents, constructed as follows.
There is a homomorphism [52, Section (1c)]

Γmod : HH∗(F(X)λ)→ HH∗(Q),

such that the maps

HH∗(F(X)λ)
restrict ◦Γmod

−−−−−−−−−−−→ HH∗(ΠTwF(X)λ)
restrict−−−−−−−→ HH∗(F(X)λ)

are mutually inverse isomorphisms. We can therefore view COλ as a map to HH∗(ΠTwF(X)λ),
and similarly talk about COT and CO0

T for objects T in ΠTwF(X)λ. For each T in TwF(X)λ
we get an idempotent pT,i := CO0

T (ei) in Hom∗(T, T ) := H∗(hom(T, T )), and Seidel shows
in [51, Section (4b)] that we can lift this pT,i to a chain-level idempotent up to homotopy ℘T,i
in hom∗(T, T ). He further shows that the abstract image Ti of ℘T,i is independent of the choice
of lift ℘T,i, up to quasi-isomorphism. The category F(X)λ,i is defined to be the full subcategory
of ΠTwF(X)λ comprising these images Ti.

For any objects S and T in F(X)λ, and any i and j, we have natural isomorphisms [51,
Lemmas 4.4 and 4.5]

Hom(S, Ti) = pT,iHom(S, T ), Hom(Sj , T ) = Hom(S, T )pS,j .

Since COλ(ei) is a Hochschild cocycle of even degree, we also have

pT,iHom(S, T ) = Hom(S, T )pS,i.

Combining these results with the fact that pS,ipS,j = 0 for i ̸= j (since eiej = 0), we see that
for i ̸= j the objects Sj and Ti—and hence the categories F(X)λ,i and F(X)λ,j—are indeed
orthogonal. Hence the Hochschild cohomology HH∗(F(X)λ) ∼= HH∗(ΠTwF(X)λ) decomposes
as

⊕
iHH

∗(F(X)λ,i) as a Z/2-graded algebra.

Proposition A.2. The closed-open map

COλ : QH∗(X) =
⊕
i

Qi → HH∗(F(X)λ) =
⊕
i

HH∗(F(X)λ,i)

is block-diagonal with respect to this decomposition.

Proof. Given distinct i and j, we need to show that

QH∗(X)
COλ−−−−−→ HH∗(F(X)λ) ∼= HH∗(ΠTwF(X)λ)

restrict−−−−−−−→ HH∗(F(X)λ,i) (A.1)

vanishes on Qj . Since this map is an algebra homomorphism, and we have eiQj = 0, it suffices
to show that the image of ei under (A.1) is invertible. By an argument [54, Lemma 2.8] with the
Eilenberg–Moore comparison theorem, it suffices in turn to show that there exists a constant
κ ̸= 0 such that for each object Y in F(X)λ,i we have CO0

Y (ei) = κ · 1Y , where 1Y denotes the
unit in Hom∗(Y, Y ). But we can write Y as Ti (using the above notation) for some T in F(X)λ,
and then have

CO0
Y (ei) = pT,i CO0

T (ei) = (pT,i)
2.

Since pT,i is exactly 1Y , we are done with κ = 1. ■
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A.2 The generation criterion for summands

Recall that the generation criterion stated in Theorem 1.1 assumed injectivity of the whole
map COλ. If, however, one is only interested in split-generating one of the pieces F(X)λ,i, then
it suffices to check injectivity on Qi. The result is well-known to experts, and the proof we give
is based on [54, Corollary 2.19], which in turn uses important ideas from [1] and [48], but we
present it for completeness.

Remark A.3. Again, identical arguments apply to the ungraded categories F(X)unλ,i.

Theorem A.4. Assuming that X is compact, if G is a full subcategory of F(X)λ,i and if the
composition

Qi
COλ−−−−−→ HH∗(F(X)λ,i)

restrict−−−−−−−→ HH∗(G)

is injective, then G split-generates F(X)λ,i. In particular, a single Lagrangian L♭ in F(X)λ,i
split-generates if

COL♭ : QH∗(X)
COλ−−−−−→ HH∗(F(X)λ)

restrict−−−−−−−→ HH∗(CF∗(L♭, L♭))
is injective on Qi.

Proof. In order to show that G split generates an object Y in F(X)λ,i, it suffices to show that
the composition

HH∗(G)
OCλ−−−−−→ QH∗+n(X;k)

CO0
Y−−−−−→ Hom∗+n(Y, Y ) (A.2)

hits 1Y , where

OCλ : HH∗(F(X)λ) ∼= HH∗(ΠTwF(X)λ)→ QH∗+n(X;k)

is the open–closed string map. We refer the reader to [1] for the definition of this map and for
the proof that hitting 1Y implies split-generation; the argument breaks into a geometric part
[1, Proposition 1.3] based on the Cardy relation and a purely algebraic part [1, Lemma 1.4].
Writing Y as Ti as in the proof of Proposition A.2, and using the fact that 1Y = pT,i = CO0

T (ei),
we see that for (A.2) to hit 1Y it is enough to show that OCλ restricted to (the image of) HH∗(G)
hits ei. This is what we shall prove.

By [54, Proposition 2.6], there is a commutative diagram

QH∗(X) QH∗(X)∨[−2n]

HH∗(F(X)λ) HH∗(F(X)λ)
∨[−n],

α7→⟨α,−⟩
∼=

COλ OC∨
λ

∼=

(A.3)

where ∨ denotes linear dual and ⟨−,−⟩ is the Poincaré duality pairing on QH∗(X) (this is where
compactness of X enters). Assume for now the following claim: the Qj are pairwise orthogonal
with respect to this pairing. Then the top horizontal arrow decomposes into isomorphisms
Qj → Q∨

j [−2n]. It follows from the construction of the bottom horizontal arrow that it respects
passage to full subcategories, so it also decomposes into isomorphisms

HH∗(F(X)λ,i)→ HH∗(F(X)λ,i)
∨[−n].
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We then deduce from Proposition A.2 that OCλ is block diagonal

OCλ : HH∗(F(X)λ) ∼=
⊕
j

HH∗(F(X)λ,j)→ QH∗+n(X;k) =
⊕
j

Qj [n],

and that each block is dual to the corresponding block in COλ.
Now focus on the ith blocks. We get that

HH∗(F(X)λ,i)
OCλ−−−−−→ Qi[n] and Qi

COλ−−−−−→ HH∗(F(X)λ,i)

are dual to each other, and by using again the compatibility of the bottom horizontal arrow
in (A.3) with passage to full subcategories we can upgrade this to

HH∗(G)
HH∗(inclusion)−−−−−−−−−−−→ HH∗(F(X)λ,i)

OCλ−−−−−→ Qi[n] (A.4)

being dual to

Qi
COλ−−−−−→ HH∗(F(X)λ,i)

restrict−−−−−−−→ HH∗(G). (A.5)

We are assuming that (A.5) is injective, so (A.4) is surjective and hence hits ei, as we wanted.
It remains to prove the claim that the Qj are pairwise orthogonal with respect to the Poincaré

pairing. So take distinct j and k, and arbitrary elements α ∈ Qj and β ∈ Qk. We then have

⟨α, β⟩ = ⟨ejα, ekβ⟩ = ⟨αej , ekβ⟩ = ⟨α, ejekβ⟩ = 0,

completing the proof, where the second equality uses graded-commutativity of QH∗(X) and the
third uses the Frobenius algebra relation. ■

A.3 Eigenvalues of c1

This appendix only applies to the Z/2-graded Fukaya category. We shall therefore assume
throughout that all Lagrangians are orientable.

Let c1 denote the first Chern class of X, and consider the k-linear endomorphism c1⋆
of QH∗(X) given by quantum multiplication by c1. The decomposition of QH∗(X) that is
used most often is into generalised eigenspaces Qi of c1⋆, corresponding to eigenvalues λi. It
is this decomposition that Sheridan considers in [54], and for which he proves the analogue of
Theorem A.4. He works over C, where, as we will prove shortly,

F(X)λ,i =

{
F(X)λ if λ = λi,

0 otherwise.
(A.6)

In particular, F(X)λ is zero unless λ is equal to some λi, and in this case a full subcategory G
split-generates if COλ is injective on the generalised eigenspace Qi (this is precisely [54, Corol-
lary 2.19]; or, assuming (A.6), it is a special case of Theorem A.4).

Remark A.5. Since C is algebraically closed, QH∗(X;C) decomposes fully into generalised
eigenspaces. We will phrase our results for general k, without assuming this full decomposition.

The goal of this subsection is to explain the general version of (A.6) and the corresponding
generation result. The first lemma we need is a precise statement of the result mentioned above
Corollary I.

Lemma A.6 (Auroux–Kontsevich–Seidel). For all T in ΠTwF(X)λ, we have

CO0
T (c1) = λ · 1T .
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Proof. It suffices to prove the result when T is a single (orientable!) Lagrangian L♭ in F(X)λ.
In this case, the argument of [7, Lemma 6.7] and [54, Lemma 2.7], shows that

CO0
L♭(2c1) = 2λ · 1L♭ .

The proof involves lifting 2c1 ∈ H2(X;Z) to the Maslov class µ ∈ H2(X,L;Z) of L, and picking
a cycle Z ⊂ X \ L Poincaré dual to µ. Then CO0

L♭(2c1) can be computed as the class swept
by pseudoholomorphic discs with an interior input on Z and a boundary output. Index 0 discs
are (almost) constant so do not meet Z and hence do not contribute; index 2 discs without
the interior marked point constraint sweep λ · 1L♭ , and reintroducing the constraint doubles the
result since each disc has intersection number 2 with Z; and higher index discs do not contribute
for degree reasons.

Since L is orientable, we can refine this using an observation of Tonkonog [60, Section 1.2],
as follows. The bundle pair

(
ΛnCTX,Λ

n
RTL

)
over (X,L) is classified by a homotopy class of map

φ : (X,L)→ (BU(1),B(Z/2)) ∼= (CP∞,RP∞),

and µ is defined to be φ∗g, where g ∈ H2(CP∞,RP∞;Z) is the unique generator which maps to
twice the hyperplane class h ∈ H2(CP∞;Z). As L is orientable, φ factors as

(X,L)
ψ−−−→ (CP∞, point)

inclusion−−−−−−−−→ (CP∞,RP∞),

so µ = φ∗g = ψ∗(2h). By construction, ψ∗h maps to c1 under H2(X,L;Z) → H2(X;Z). Now
pick a cycle Z ⊂ X \ L Poincaré dual to ψ∗h, and compute CO0(c1) directly using the above
argument but with the new Z. ■

Now fix an arbitrary decomposition QH∗(X) =
⊕

iQi as in the preceding subsections, and
let the ei be the corresponding idempotents. The generalisation of (A.6) is then the following.

Lemma A.7. Given λ ∈ k, let Qλ denote the generalised λ-eigenspace of c1⋆ (this is zero
unless λ is an eigenvalue) and let Q⊥

λ denote the unique c1⋆-invariant complement, which we
will construct during the proof. For each i we obtain factors Qi ∩Qλ and Qi ∩Q⊥

λ of QH∗(X).
The corresponding pieces F(X)λ,i,∩ and F(X)λ,i,⊥ of F(X)λ then satisfy

F(X)λ,i,∩ = F(X)λ,i and F(X)λ,i,⊥ = 0.

Before proving Lemma A.7, we mention some easy consequences. Morally, these results mean
that any given splitting may as well be refined by intersecting with the generalised eigenspace
splitting.

Corollary A.8 ([7, Lemma 6.8]). We have F(X)λ = 0 unless λ is an eigenvalue of c1⋆.

Proof. Consider the trivial splitting Q1 = QH∗(X) of QH∗(X). We get from Lemma A.7 that

F(X)λ,1,∩ = F(X)λ,1 = ΠTwF(X)λ.

The left-hand side is the subcategory of ΠTwF(X)λ associated to the factor Q1 ∩ Qλ = Qλ.
But this factor, and hence this subcategory, is zero unless λ is an eigenvalue. ■

Remark A.9. This can be proved directly as in [7].

Remark A.10. The result may fail for the ungraded category. For example, in characteristic 2
the category F

(
CP2

)un
0

contains the non-zero object RP2, but the eigenvalues of c1⋆ are the
cube roots of unity. We learnt of this subtlety from Dmitry Tonkonog via [25, Example 7.2.4].
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Corollary A.11. If Qi ⊂ Qλ′, then F(X)λ,i = 0 unless λ = λ′.

Proof. If λ ̸= λ′, then Qλ′ ⊂ Q⊥
λ . If also Qi ⊂ Qλ′ , then we get Qi ∩Qλ = 0 and hence

F(X)λ,i = F(X)λ,i,∩ = 0. ■

Proof of Lemma A.7. Our first task is to construct the splitting Qλ ⊕ Q⊥
λ . Let χ ∈ k[t] be

the characteristic polynomial of c1⋆, of degree n, and let q be the quotient of χ by the greatest
power of t− λ dividing it. By Bézout’s lemma, there exist f and g in k[t] such that

(t− λ)nf + qg = 1. (A.7)

Let e and e⊥ be the elements of QH∗(X) obtained by evaluating qg and (t− λ)nf at c1 respec-
tively.

We claim that these are orthogonal idempotents generating the required splitting. (Here we
mean orthogonal in the algebraic sense, i.e., ee⊥ = 0, but by the Frobenius algebra property this
implies orthogonality with respect to the inner product.) To prove this claim, note that by (A.7)
we have e + e⊥ = 1X . Note also that χ divides (t − λ)nq and χ(c1) = 0 by Cayley–Hamilton,
so we have ee⊥ = 0. Combining these two facts, we get that e and e⊥ are indeed orthogonal
idempotents. Next observe that the kernel of (c1 − λ · 1X)n⋆ is annihilated by e⊥ and, again
using χ(c1) = 0, that it contains e. It follows that this kernel, which is precisely Qλ, is given
by e ⋆QH∗(X). It is clear that Q⊥

λ := e⊥ ⋆QH∗(X) is a c1⋆-invariant complement to Qλ, so to
complete the claim it suffices to explain why this is unique. Well, given any other c1⋆-invariant
complement V we have e ⋆ V ⊂ V , since e is a polynomial in c1. Then

e ⋆ V ⊂ V ∩ e ⋆QH∗(X) = V ∩Qλ = 0,

so V lies in the kernel of e⋆, which is Q⊥
λ . Thus, by dimension, V must be equal to Q⊥

λ .
With this in hand, the idempotents generating Qi ∩Qλ and Qi ∩Q⊥

λ are eie and eie
⊥. Given

an object T in F(X)λ, its projections to F(X)λ,i, F(X)λ,i,∩, and F(X)λ,i,⊥ are thus determined
respectively by the idempotents CO0

T (ei), CO0
T (eie), and CO0

T (eie
⊥) in Hom∗(T, T ). To prove

the lemma, we therefore need to show that

CO0
T (ei) = CO0

T (eie) and CO0
T

(
eie

⊥) = 0.

Since e+ e⊥ = 1X , it suffices to prove CO0
T

(
e⊥

)
= 0, and the latter follows from Lemma A.6 via

CO0
T

(
e⊥

)
=

(
CO0

T (c1)− λ
)n
f
(
CO0

T (c1)
)
= (λ− λ)nf(λ) · 1T = 0. ■

Combining Lemma A.7 with Theorem A.4 gives the following.

Corollary A.12 ([54, Corollary 2.19]). Assuming X is compact, a full subcategory G of F(X)λ,i
split-generates if the composition

Qi ∩Qλ
COλ−−−−−→ HH∗(F(X)λ,i)

restrict−−−−−−−→ HH∗(G)

is injective, where Qλ denotes the generalised λ-eigenspace of c1⋆ as above.

Proof. Using the notation of Lemma A.7, consider the refined decomposition⊕
i

(
Qi ∩Qλ ⊕Qi ∩Q⊥

λ

)
of QH∗(X). By Theorem A.4 for this new decomposition, a full subcategory G of F(X)λ,i,∩
split-generates if COλ injects Qi ∩Qλ into HH∗(G). But by Lemma A.7, we have

F(X)λ,i,∩ = F(X)λ,i. ■
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B Some A∞-algebra

The purpose of this appendix is to establish some lemmas in A∞-algebra that play a key role in
the proof of Theorem C in Section 4. They are not deep, and are probably well-known, but we
need explicit formulae compatible with our sign conventions so we give the gory details.

Fix an A∞-algebra A over k. Throughout this appendix, everything is implicitly either
Z/2-graded or, if chark = 2, ungraded. Given an A-bimodule P, with operations µ

k|1|l
P ,

the Hochschild cochain complex CC∗(A,P) is∏
r≥0

hom∗
k

(
A[1]⊗r,P

)
with differential given by

µ1CC(φ)(. . . ) =
∑

(−1)|φ|✠l+1µ
k|1|l
P

(
k. . ., φ(. . . ), l. . .

)
+

∑
(−1)|φ|+✠iφ(. . . , µ(. . . ), i. . .). (B.1)

Undecorated µ operations are implicitly those on A. When P is the diagonal bimodule, as
defined in [54, (A.2.13)], this reduces to the ordinary Hochschild complex CC∗(A,A) as defined
by (2.5).

Suppose now thatM and N are (left) A-modules. The k-module hom∗
k(M,N ) is naturally

an A-bimodule, with operations

µ
0|1|0
k−hom(ζ)(m) = (−1)|m|(µ1N (ζ(m))− ζ

(
µ1M(m)

))
,

µ
k|1|0
k−hom(ak, . . . , a1, ζ)(m) = (−1)|m|µkN (ak, . . . , a1, ζ(m)),

µ
0|1|l
k−hom(ζ, al . . . , a1)(m) = (−1)|m|+1ζ

(
µlM(al, . . . , a1,m)

)
,

µ
k|1|l
k−hom = 0. (B.2)

for k, l > 0. We can thus consider the Hochschild cochain complex CC∗(A, hom∗
k(M,N )).

The other object we will need is the space

hom∗
A(M,N ) =

∏
r≥0

hom∗
k

(
A[1]⊗r ⊗M,N

)
of A-module pre-morphisms fromM toN . Recall that this is a cochain complex with differential

µ1A−hom(ψ)(. . . ,m) =
∑

µN (. . . , ψ(. . . ,m)) +
∑

(−1)|ψ|+1ψ(. . . , µM(. . . ,m))

+
∑

(−1)|ψ|+✠i+|m|+1ψ(. . . , µ(. . . ), i. . .,m).

The cocycles are the actual A-module morphisms.

Our first result relates the two complexes CC∗(A, hom∗
k(M,N )

)
and hom∗

A(M,N ).

Lemma B.1. There is an isomorphism of cochain complexes over k

U : CC∗(A, hom∗
k(M,N )

)
→ hom∗

A(M,N ).

Proof. Define the map U (which denotes ‘uncurrying’) by

U(φ)(ak, . . . , a1,m) = (−1)|φ|(|m|+1)φ(ak, . . . , a1)(m).
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By hom-tensor adjunction this is an isomorphism of the underlying k-modules of the two cochain
complexes. Combining (B.1) and (B.2), we see that the differential on CC∗(A, hom∗

k(M,N )) is
given by

µ1CC(φ)(. . . )(m) =
∑

(−1)|m|+1µN (. . . , φ(. . . )(m))+
∑

(−1)|φ|✠i+|m|φ(. . . )(µM( i. . .,m))

+
∑

(−1)|φ|+✠iφ(. . . , µ(. . . ), i. . .)(m).

A straightforward calculation shows that U intertwines this with µ1A−hom. ■

Now suppose thatM is actually A, viewed as a left module over itself. Denoting the module
operations by µM still, to avoid confusing them with the algebra operations on A, they are given
by µM(ak, . . . , a1) = −µ(ak, . . . , a1). We then have the following reassuring result.

Lemma B.2. If A and N are cohomologically unital, then the map π : hom∗
A(A,N ) → N

given by π(ψ) = ψ(eA) is a quasi-isomorphism. Here eA is a chain-level representative for the
cohomological unit 1A in A.

Remark B.3. Cohomological unitality for the A-module N means that for all cocycles n the
cocycles µ2N (eA, n) and (−1)|n|+1n are cohomologous. In particular, A being cohomologically
unital as an A-module reduces to A being cohomologically unital as an A∞-algebra.

Proof. Define a map ι : N → hom∗
A(A,N ) by

ι(n)(ak . . . a1) = (−1)|n|+1µN (ak, . . . , a1, n).

The differential on hom∗
A(A,N ) is given by

µ1A−hom(ψ)(. . . ) =
∑

µN (. . . , ψ(. . . )) +
∑

(−1)|ψ|+✠iψ(. . . , µ(. . . ), i. . .), (B.3)

and it is easily verified from this that both π and ι are chain maps. We claim that they
are mutually quasi-inverse. It is straightforward to check that π ◦ ι induces the identity map
on H∗(N ), so it remains to show that ι ◦ π induces an isomorphism on Hom∗

A(A,N ). For this,
we will use the Eilenberg–Moore comparison theorem.

Equip hom∗
A(A,N ) with the length filtration, whose pth filtered piece F p hom∗

A(A,N ) com-
prises those ψ whose rth component ψr vanishes for all r ≤ p. This filtration is exhaustive and
complete, and is respected by the map ι◦π since π annihilates F 1. By Eilenberg–Moore, it thus
suffices to show that, for some r, ι ◦ π induces an isomorphism on the Er page of the associated
spectral sequence. We claim that this happens for r = 2.

The zeroth page of the spectral sequence is

Ep,q0 =

{
homq

k

(
A⊗(p+1),N

)
if p ≥ 0,

0 otherwise.

The differential coincides with that on the space of maps of complexes from A⊗(p+1) to N . Its
cohomology is therefore the space of chain maps A⊗(p+1) → N modulo chain homotopy. Because
we are working over a field, this simplifies to the space of linear maps between the corresponding
cohomology groups. In other words, we have

Ep,q1 =

{
Homq

k

(
H∗(A)⊗(p+1),H∗(N )

)
if p ≥ 0,

0 otherwise.

On this E1 page the differential µ1E1
: Ep,q1 → Ep+1,q

1 is given by the µ2N and µ2 terms
in (B.3). Now define the maps h : Ep,q1 → Ep−1,q

1 by

h(ψ)(ap−1, . . . , a1) = (−1)|ψ|−1ψ(ap−1, . . . , a1, 1A).
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These satisfy

µ1E1
(h(ψ)) + h

(
µ1E1

(ψ)
)
= ψ − ι ◦ π(ψ),

so ι ◦ π is homotopic to the identity on E1 and hence induces an isomorphism (the identity)
on E2, completing the proof. ■

Combining the two previous results gives the following.

Corollary B.4. Suppose A is an A∞-algebra and N is an A-module, and that both are cohomo-
logically unital. Then the map π ◦ U : CC∗(A, hom∗

k(A,N )) → N given by φ 7→ (−1)|φ|φ0(eA)
is a quasi-isomorphism.

C Quantum cohomology of monotone toric manifolds

Throughout this appendix, let X be a compact toric manifold and let L ⊂ X be a toric fibre.
In Appendix C.1, we give a more precise description of this setup, part way through which
we impose the additional condition that X and L are monotone, which will persist to the end
of the appendix. In Appendices C.2 and C.3, we then compute HF∗

S(L,L) and use this to
give a presentation of QH∗(X). Finally, in Appendix C.4 we discuss the enlargement of the
coefficients of quantum cohomology, necessary for our results on real Lagrangians in Section 6.
As in the previous appendices, this material is well-known to experts, and we spell it out for
completeness and compatibility with our conventions.

C.1 Toric geometry setup

The toric manifold X is described by a moment polytope ∆ as follows. Fix an abstract n-torus T
with Lie algebra t, let M ⊂ t be the lattice given by the kernel of the exponential map, and let
⟨−,−⟩ denote the pairing between t and its dual t∨. The polytope ∆ is a compact subset of t∨,
of the form

∆ =
{
x ∈ t∨ | ⟨νi, x⟩ ≥ −λi for i = 1, . . . , N

}
, (C.1)

where ν1, . . . , νN are elements of M and λ1, . . . , λN are real numbers. We require that exactly k
facets (codimension-1 faces) of ∆ meet at each codimension-k face, and that at each such meeting
point the corresponding normal vectors νi can be extended to a Z-basis for M . We also require
that none of the inequalities in (C.1) is redundant, so there are exactly N facets.

The manifold X is constructed by symplectic reduction of CN , using the data of ∆. See [11,
Chapter 29] for details. X inherits a Hamiltonian T -action, with moment map µ : X → t∨ whose
image is exactly ∆. The toric fibres are the preimages of interior points of ∆ under µ, each of
which is a Lagrangian free T -orbit. Letting Fi denote the ith facet, namely

{x ∈ ∆ | ⟨νi, x⟩ = −λi},

the toric divisors Di are the preimages µ−1(Fi). These form a free basis for H2n−2(X,L;Z). We
write Hi for the Poincaré dual of Di, in H2(X).

The holomorphic index 2 discs in X with boundary on L, for the standard complex structure,
were explicitly described by Cho and Cho–Oh [13, 16]. To state their result, letM1(β) denote
the moduli space of (smooth) holomorphic discs in class β ∈ H2(X,L;Z) with one bound-
ary marked point. Let β1, . . . , βN denote the basis of H2(X,L;Z) dual to the toric divisors
D1, . . . , DN . Equip L with the standard spin structure, meaning the spin structure induced by
the trivialisation of TL induced by any diffeomorphic identification of L with Rn/Zn. Cho and
Cho–Oh proved the following.
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Proposition C.1. The index 2 disc classes β for which M1(β) is non-empty are precisely
β1, . . . , βN . For each i, the moduli spaceM1(βi) is a free T -orbit, and the evaluation map

ev : M1(βi)→ L

at the marked point is T -equivariant. With respect to the standard spin structure, ev has de-
gree +1.

The disc class βi has area 2π(⟨νi, µ(L)⟩ + λi). There is a natural identification between
H1(L;Z) and H1(T ;Z) since L is a free T -orbit, and between H1(T ;Z) and M since T ∼= t/M .
Under these identifications, the boundary ∂βi ∈ H1(L;Z) corresponds to νi ∈M .

Assume from now on that X is monotone. This is equivalent to being able to translate ∆ so
that all λi are equal, which we assume has been done. We also assume that the symplectic form
has been rescaled so that each λi is 1. In this case, exactly one of the toric fibres is monotone,
namely µ−1(0). This will be our L. Viewing the νi as elements of H1(L;Z) via the identification
from the previous paragraph, Proposition C.1 gives the following.

Corollary C.2. The superpotential WL is zν1 + · · ·+ zνN .

C.2 Floer cohomology of the monotone fibre

Throughout this appendix, we shall use a pearl model for Floer cohomology. So Floer cochains
are Morse cochains associated to a fixed choice of Morse function, and the differential counts
pearly trajectories as described in Section 5.3. In particular, when computing HF∗

S we weight
each trajectory by the monomial z[∂u1]+···+[∂uk] in S, where u1, . . . , uk are the discs in the tra-
jectory.

With this in place, we can compute HF∗
S(L,L) using the Oh spectral sequence [9, 45]

E1 = H∗(L;S) =⇒ HF∗
S(L,L).

Proposition C.3. There is a canonical k-algebra isomorphism HF∗
S(L,L)

∼= JacWL.

Proof. The restriction of the E1 differential to

H1(L)→ H0(L;S) = S

counts pearly trajectories that start at an index 1 critical point, contain a single index 2 disc,
and then end at a fixed index 0 critical point p. More precisely, the input should be a coexact
linear combination of index 1 critical points, representing a class b ∈ H1(L), and we should
weight each trajectory by the monomial representing the boundary of its disc. This amounts to
counting index 2 discs u through p, weighted by z[∂u], and additionally weighted by the pairing
⟨[∂u], b⟩. Using Corollary C.2, the result is

∑
i⟨νi, b⟩zνi .

By S-linearity and the Leibniz rule, we see that the full E1 differential on H∗(L;S) = S ⊗k

Λ∗
kH

1(L) is given by contraction with
∑

i νiz
νi . Thus the E1 page is a Koszul complex resolving

S

/(∑
i

νiz
νi

)
;

see Remark C.4, below. (As usual, an ideal generated by vectors implicitly means the ideal
generated by their components with respect to any basis.) The spectral sequence therefore
collapses and

HF∗
S(L,L) = HF0

S(L,L) = S

/(∑
i

νiz
νi

)
.
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To identify this quotient, fix a Z-basis e1, . . . , en for M , and let z1, . . . , zn be the corresponding
monomials zei in S. Then for each j the ej-component of

∑
i νiz

νi is

zj
∂WL

∂zj
,

so HF∗
S(L,L) is exactly JacWL. ■

Remark C.4. The components c1, . . . , cn of
∑

i νiz
νi with respect to an arbitrary basis form

a Koszul-regular sequence in S, i.e., their Koszul complex has vanishing (co)homology outside
degree 0, for the following reason. Since the vanishing of a module can be checked locally at
maximal ideals, and since localisation is exact, it suffices to show that the sequence is Koszul-
regular in each localisation Sn of S at a maximal ideal n. For each such n, either all ci are
contained in n or some ci is not contained in n. In the former case, the ci form a regular—and
hence Koszul-regular—sequence by [61, Exercise 26.2.D], because Sn is a regular local ring of
Krull dimension n and Sn/(c1, . . . , cn) has Krull dimension zero (since it is finite-dimensional
over k). In the latter case, the Koszul complex over Sn is acyclic since multiplication by some ci
is an isomorphism Sn → Sn.

C.3 Small quantum cohomology

The map CO0
L : QH∗(X)→ HF∗

S(L,L)
∼= JacWL sends each toric divisor class Hi to the count

of index 2 discs u meeting Di, weighted by z[∂u]. Since the basic classes βj are dual to the Dj ,
Proposition C.1 tells us that CO0

L(Hi) counts exactly one disc, which is in class βi. Thus
CO0

L(Hi) = zνi . The following is proved in [57, Proposition 4.6], building on work of Fukaya–
Oh–Ohta–Ono [32].

Theorem C.5. The map CO0
L : QH∗(X)→ JacWL is an isomorphism of k-algebras.

Remark C.6. The statement of [57, Proposition 4.6] is superficially different, stating that
a map

ksmon : QH∗(X;R[T ])→ R[Γ]

/(∑
i

νizi

)
is an isomorphism of R[T ]-algebras, for any ring R. Here T is the Novikov variable, and Γ is
the submonoid of Z ⊕ H1(L;Z) generated by (1, ν1), . . . , (1, νN ). The element zi ∈ R[Γ] is the
monomial corresponding (1, νi), and R[Γ] is viewed as an R[T ]-algebra by letting T acts as the
monomial corresponding to (1, 0). To obtain the statement we want, take R to be k and reduce
both sides modulo (T − 1). Then R[Γ] becomes k[H1(L;Z)] = S, and

∑
i νizi becomes

∑
i νiz

νi

as above, so the codomain of ksmon becomes JacWL. By inspecting the definition of the map
itself in [57, Section 2.3], one sees that it becomes exactly the weighted closed-open map CO0

L.

More generally, it is proved in [57, Proposition 4.14], again building on [32], that the result
still holds after twisting by any class in χ ∈ H2(X;k×) (called ρ in [57]). Explicitly, fix such
a χ and choose a lift to χ̂ ∈ H2(X,L;k×); the set of lifts (is non-empty and) forms a tor-
sor for H1(L;k×) since the restriction map H∗(X;k×) → H∗(L;k×) vanishes. Define QH∗

χ(X)
by modifying the usual definition of quantum cohomology by weighting each count of holomor-
phic spheres u by χ([u]). Similarly define HF∗

S,χ̂(L,L) by weighting each count of holomorphic
discs u by χ̂([u]) in addition to the monomial z[∂u]. The same argument as for Proposition C.3
shows that

HF∗
S,χ̂(L,L)

∼= JacWL,χ̂,

where WL,χ̂ =
∑

i χ̂(βi)z
νi . Here βi is the ith basic disc class as above. The statement is then

the following.
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Proposition C.7. The twisted closed-open map

CO0
L,χ̂ : QH∗

χ(X)→ HF∗
S,χ̂(L,L)

is an isomorphism of k-algebras.

C.4 Enlarging the coefficients

We wish to extend Proposition C.7 slightly, by incorporating ‘every χ at once’, analogously
to the way that working over S incorporates ‘every local system at once’. More precisely,
define QH∗

H2
(X) by working over k[H2(X;Z)] and weighting each count of holomorphic spheres u

by the monomial Z [u] corresponding to the homology class [u]. Similarly, let S̃ = k[H2(X,L;Z)]
and define HF∗

S̃
(L,L) by working over S̃ and weighting each pearly trajectory by the monomial

Z [u1]+···+[uk] associated to the sum of its disc classes.
Since the basic disc classes βi form a free basis for H2(X,L;Z), we have S̃ = k

[
Z±1
1 , . . . , Z±1

N

]
,

where Zi denotes Z
βi . The long exact sequence of the pair (X,L) tells us that

H2(X;Z) =
{∑

i

piβi | pi ∈ Z and
∑
i

piνi = 0

}
so k[H2(X;Z)] is the subalgebra of S̃ spanned by monomials Zp11 · · ·Z

pN
N with

∑
i piνi = 0.

A class χ ∈ H2(X;k×) induces an algebra homomorphism k[H2(X;Z)] → k, and we denote
its kernel by n. Reducing QH∗

H2
(X) modulo n gives exactly QH∗

χ(X) from the previous sub-
section. Similarly a choice of lift of χ to χ̂ ∈ H2(X,L;k×) induces an isomorphism S̃/nS̃ → S
by Zβ 7→ χ̂(β)z[∂β]. The analogue ofWL in S̃ is

∑
i Zi, and similar arguments to Proposition C.3

and Remark C.4 show that

HF∗
S̃
(L,L) ∼= S̃

/(∑
i

νiZi

)
,

whose reduction modulo n is HF∗
S,χ̂(L,L).

The main result of this appendix is the following.

Theorem C.8. The weighted closed-open map

CO0
L,H2

: QH∗
H2

(X)→ HF∗
S̃
(L,L) = k

[
Z±1
1 , . . . , Z±1

N

]/(∑
i

νiZi

)
sends Hi to Zi and is an isomorphism of k[H2(X;Z)] algebras.

Proof. The computation CO0
L,H2

(Hi) = Zi is completely analogous to CO0
L(Hi) = zνi from the

previous subsection. To prove that CO0
L,H2

is an isomorphism, we first show it is surjective.
We have just seen that it hits each Zi, and we also know that it hits the image of k[H2(X;Z)],
namely those monomials Zp11 · · ·Z

pN
N with

∑
i piνi = 0, so to prove surjectivity it suffices to show

that together these elements generate each Z−1
i .

To do this, fix an i and consider the linear functional ⟨νi, •⟩ : t∨ → R. Its restriction to ∆
attains its maximum at some vertex v, which is the intersection of n facets, with normals
νj1 , . . . , νjn say. The νjk form a Z-basis for M = H1(L;Z) so we can write −νi as

∑
k rkνjk

for unique integers rk. Then
(
Zi

∏
k Z

rk
jk

)−1
lies in k[H2(X;Z)]. And since ⟨νi, •⟩ attains its

maximum at v the rk are all non-negative. Therefore,

Z−1
i = Zr1j1 · · ·Z

rn
jn

(
Zi

∏
k

Zrkjk

)−1

is generated by Zj1 , . . . , Zjn and the image of k[H2(X;Z)], as wanted, so CO0
L,H2

is surjective.
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It now just remains to show that CO0
L,H2

is injective. Assume first that k is infinite. For
χ ∈ H2(X;k×), let n denote the kernel of the induced algebra homomorphism k[H2(X;Z)]→ k
as above. Reducing the domain and codomain of CO0

L,H2
modulo n gives exactly CO0

L,χ, which
we know is injective by Proposition C.7. It therefore suffices to show that for all non-zero
x ∈ QH∗

H2
(X) there exists χ such that x is non-zero modulo n. And since QH∗

H2
(X) is a free

k[H2(X;Z)]-module, it is in fact enough to show that for all non-zero f ∈ k[H2(X;Z)] there
exists χ such that f is non-zero modulo χ.

Suppose then that we are given non-zero f ∈ k[H2(X;Z)]. After picking a basis for H2(X;Z),
we can view k[H2(X;Z)] as a Laurent polynomial ring k

[
Y ±1
1 , . . . , Y ±1

N−n
]
, where N − n is the

rank of H2(X;Z) (recall that n is the complex dimension of X and N is the number of facets of
its moment polytope ∆). Then f is a non-zero Laurent polynomial f(Y1, . . . , YN−n) in the Yi,
and we need to show that there exist y1, . . . , yN−n ∈ k× such that f(y1, . . . , yN−n) ̸= 0. This
follows by induction on N − n, using the fact that k is infinite but a non-zero polynomial can
have only finitely many zeros.

We are left to deal with finite k. In this case note that if CO0
L,H2

were not injective then
it would continue to be non-injective after tensoring with k(t). But the resulting map would
necessarily be injective by the argument just given for infinite fields. ■

Remark C.9. The isomorphism QH∗
H2

(X) ∼= k
[
Z±1
1 , . . . , Z±1

N

]
/(
∑

i νiZi) still holds if k is al-
lowed to be an arbitrary ring, by arguing as in [57, Section 4.2, especially Proposition 4.6].
The isomorphism can still be constructed as a weighted closed-open map, but it is no longer
clear that the analogue of Remark C.4 holds, so k

[
Z±1
1 , . . . , Z±1

N

]
/(
∑

i νiZi) may in principle be
a proper subalgebra of HF∗

S̃
(L,L).

Finally, let R = k[H2(X;Z/2)], viewed as a k[H2(X;Z)]-algebra via the natural map

H2(X;Z)→ H2(X;Z/2),

and let

QH∗
R(X) = R⊗k[H2(X;Z)] QH∗

H2
(X).

The consequence of Theorem C.8 that we actually need is as follows.

Corollary C.10. We have identifications of k-algebras

QH∗
R(X) ∼= k

[
Z±1
1 , . . . , Z±1

N

]/(∑
j

νjZj

)
+

(∏
j

Z
⟨2A,Hj⟩
j − 1 : A ∈ H2(X;Z)

)
and

QH∗(X) ∼= k
[
Z±1
1 , . . . , Z±1

N

]/(∑
j

νjZj

)
+

(∏
j

Z
⟨A,Hj⟩
j − 1 : A ∈ H2(X;Z)

)
,

under which Hi on the left-hand side corresponds to Zi on the right-hand side.

Proof. Take the identification of k[H2(X;Z)]-algebras

QH∗
H2

(X) = k
[
Z±1
1 , . . . , Z±1

N

]/(∑
i

νiZi

)
from Theorem C.8, under which Hi is sent to Zi. Recall that the k[H2(X;Z)]-action on the
right-hand side arises from the map

k[H2(X;Z)]→ k[H2(X,L;Z)] = S̃ = k
[
Z±1
1 , . . . , Z±1

N

]
.
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Under this map, the monomial ZA ∈ k[H2(X;Z)] is sent to
∏
j Z

pj
j , where A =

∑
j pjβj

in H2(X,L;Z). Since each βj has intersection number δij with the ith toric divisor Di, we can
express each pj as ⟨A,Hj⟩, and hence ZA as

∏
j Z

⟨A,Hj⟩
j − 1. The corollary then follows immedi-

ately from the fact that QH∗(X) and QH∗
R(X) are obtained from QH∗

H2
(X) by setting each ZA,

respectively Z2A, to 1. ■
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